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Abstract

Temperature changes in the Arctic region are crucial for the Earth’s climate system.
They affect the temperature gradient between the Equator and the Arctic region and
subsequently influence the cyclone paths in the middle latitudes. This has a strong
impact on the weather conditions in Europe and North America and could lead to
more extreme weather events across the northern hemisphere.

To investigate these temperature changes and their consequences, Equator-to-pole
temperature gradients as well as temperature differences and trends between the
tropical area and the Arctic region are evaluated. As many storms move across
the Atlantic, this region is investigated separately. In addition, two exemplary
storm cases are explored. All results are based on atmospheric profiles from GPS
Radio Occultation (RO) observations from 2001 to 2017. Atmospheric analyses and
reanalyses are used for comparison. The high vertical resolution of the RO data
offers a great advantage, as it allows the representation of vertical resolved trends
from the troposphere up to the mid stratosphere.

In the lower troposphere, the temperature difference between the tropics and the
Arctic decreases up to —0.5 K per decade, while it increases above by up to 1K per
decade near 12km altitude. In the lower stratosphere the temperature difference
decreases up to —0.4 K per decade at about 25 km.

In the Atlantic region, the temperature difference is near zero in the lower tro-
posphere. It increases above 8 km and decreases in the lower stratosphere with a
maximum of —1.5K per decade. Overall, the temperature changes are found to be
larger in the Arctic region than in the tropics.

With the current RO satellite constellations, it is found challenging to detect
storm paths of small, fast moving storm systems. However, for large storm systems
requiring less spatial-temporal resolution, the precise vertical geolocation with RO
can provide additional information on the storm track on isentropic surfaces.
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Zusammenfassung

Temperaturdnderungen in der Arktis sind fiir das Klimasystem der Erde von entschei-
dender Bedeutung. Sie beeinflussen den Temperaturunterschied zwischen der Arktis
und dem Aquator und haben in weiterer Folge auch einen Einfluss auf die Stiirme in
mittleren Breiten. Eine Verdnderung der Sturmbahnen wiederum kann Auswirkungen
auf das Klima in Europa und Nordamerika haben und zu Wetterextremen in der
Nordhemisphére fithren.

Um diese Temperaturdnderungen und ihre Folgen besser beurteilen zu kénnen
werden sowohl Temperaturgradienten vom Aquator zu den Polen als auch die Tem-
peraturunterschiede und Trends zwischen der tropischen und der arktischen Region
genauer untersucht. Da viele Sturmbahnen iiber den Atlantik verlaufen, wird diese
Region separat behandelt. Weiters werden zwei Sturmereignisse explizit betrachtet.
Alle Ergebnisse basieren auf atmosphérischen Profilen von GPS Radio Okkultati-
onsbeobachtungen zwischen 2001 und 2017. Zum Vergleich werden atmospharische
Analysen und Reanalysen verwendet. Die hohe vertikale Auflésung der Radio Ok-
kultationsdaten ist von groflem Vorteil, da sie die Darstellung vertikal aufgeloster
Trends von der Troposphére bis zur mittleren Stratosphére ermoglicht.

In der unteren Troposphére nimmt der Temperaturunterschied zwischen den Tropen
und der Arktis um bis zu —0.5 K pro Dekade ab, wihrend er in der Ndhe von 12km
bis zu 1K pro Dekade ansteigt. In der unteren Stratosphére bei etwa 25 km Hohe
nimmt die Temperaturdifferenz mit ungefahr —0.4 K pro Dekade ab.

In der Atlantikregion ist der Temperaturunterschied in der unteren Troposphére
nahe Null. Uber 8 km wird der Temperaturunterschied gréfler, in der unteren Stra-
tosphére nimmt er jedoch mit einem Maximum von —1.5 K pro Dekade wieder ab.
Insgesamt sind die Temperaturschwankungen in der Arktis stérker als in den Tropen.

Mit den derzeitigen RO-Satellitenkonstellationen ist es schwierig, Sturmbahnen von
kleinen, sich schnell bewegenden Sturmsystemen zu erkennen. Bei grofien Sturmsyste-
men, die eine geringere zeitliche und radumliche Auflésung erfordern, kann die genaue
vertikale Geolokalisierung mit RO zusétzliche Informationen {iber den Sturmverlauf
auf isentropischen Oberflachen liefern.
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1. Introduction

The average global temperatures from 2000-2009 were about 0.6 °C higher than they
were in the time period from 1951-1980. The Earth’s north polar region, however,
was about 2 °C warmer — a phenomenon known as Arctic amplification (Hansen et al.
2010; Cohen et al. 2014). The loss of sea ice is the main reason why the temperature
has increased about twice as fast at the North Pole compared to other areas on the
globe. Arctic amplification is connected to many weather steering phenomena in
the mid-latitudes such as the jet stream and therefore has a massive impact on the
Earth’s climate system. Recent studies found that polar amplification has weakened
the Equator-to-pole temperature gradient near the surface, while the temperature
difference at higher altitudes has strengthened (Allen and Sherwood 2008; Harvey
et al. 2014). The consequences of this variation are more noticeable each year. In
winter 2018 the temperature at the North Pole was near the freezing point while
strong frost was all over Northern Eurasia (Fig. 1.1). The polar vortex was completely
disrupted, resulting in a massive Sudden Stratospheric Warming (SSW) event. The
instability was amplified by ice reduction in the Barents-Kara-Sea, mostly caused by
Arctic amplification (Kretschmer et al. 2016).

The climate change response of storm tracks has been the focus of a large number
of studies in recent years and many climatologists think that the different warming
rates of the North Pole and the Equator could have a significant impact on some
types of cyclones (Yin 2005; Bengtsson et al. 2005; Ulbrich et al. 2009; Catto et al.
2011; Zappa et al. 2013). While storm path changes are relatively small on a global
scale, regional changes can be much more substantial. Extra-tropical cyclones, for
example, harvest energy from the atmosphere as warm and cold air masses interact
along the polar front. When the temperature difference between the tropics and the
poles decreases, there may be less energy for these storms to absorb. This could
weaken the cyclones or make them less frequent (Schneider et al. 2010; Zappa et al.
2013; Woollings et al. 2016). However, there are still significant discrepancies in the
predictions of current climate models on how the storm tracks will react to climate
change (Harvey et al. 2014). While a poleward shift of the mid-latitude storm tracks
in response to anthropogenic greenhouse-gas increase has been diagnosed in most
of the future simulations, there are considerable regional variations from this. In
particular the response in the North Atlantic instead often resembles a strengthening
and extending of the path farther east on the southern flank towards Europe (Yin
2005; Ulbrich et al. 2009; IPCC 2014). Therefore, we can expect a rise in storminess
across Europe (Pinto et al. 2007). In order to increase confidence in climate change
projections, it is necessary to better understand the physical mechanism leading to
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Figure 1.1.: Temperature anomaly in the northern hemisphere on 27 February 2018. Image
taken from the Climate Reanalyzer provided by the Climate Change Institute, University of
Maine, USA (https://ClimateReanalyzer.org, last visit on Dec. 18, 2018).

changes in the storm tracks and why the projections vary between certain models
(Lehmann et al. 2014).

This study aims to contribute to the understanding of changes in Equator-to-pole
gradients and the storm track responses to Arctic amplification and climate change.
To this goal, I analyzed Radio Occultation (RO) temperature data and compared
them to other data sets. I calculated the temperature trends for the polar and tropical
regions from 2001 to 2017 and the difference between these two latitude bands. In
contrast to previous studies where the Equator-to-pole temperature gradient was
only calculated for model data with specific altitude levels, the data in this study are
from observations and the temperature difference trend is computed continuously



from 2km up to 30km. In addition to the global view, I analyzed the Atlantic
region separately as some specific anomalies can be found there. Investigations on
seasonal trends and geopotential height trends provide further information about
the Equator-to-pole gradient.

To calculate the temperature trends, a multiple regression approach is used, taking
the natural variability into account. Commonly, the natural variation is described by
indices of the main modes of variability, like the Quasi-Biennial Oscillation (QBO)
or the El Nino-Southern Oscillation (ENSO), that do not cover the vertical details.
For this work, I use new atmospheric variability proxies constructed directly from
Global Navigation Satellite System (GNSS) RO temperature measurements of high
vertical resolution. These indices are generated by an Empirical Orthogonal Functions
(EOF) analysis and were first utilized by Wilhelmsen et al. (2018). In addition to
Wilhelmsen et al. (2018) I calculated indices for the polar region and applied them
to the regression. Through the removed natural variability, the uncertainties are
reduced significantly and the trend estimate becomes more robust.

The number of available RO profiles is limiting the temporal and spatial resolution
of the analysis in this work. Thus, it is not possible to entirely resolve particular
storm tracks with RO data. To picture the problems, two extreme storm events in
2009 and 2011 are investigated. By working on daily resolved isentropic and pressure
surfaces, strong “slow” storms can be identified. However, fast moving storms are
hard to detect. So, this study also demonstrates the limits of the currently provided
RO data resolution and should give information on the required number of RO
profiles to reliably capture more storm events.

My thesis is organized in the following way. Basic characteristics of the Earth’s
Atmosphere are presented in the second chapter. This includes a description of the
vertical structure as well as an overview on natural variability and Arctic amplification.
Furthermore, the dynamics of storms are explained. Chapter three describes the
GNSS RO data sets as well as the model data that are used for comparison. The
fourth chapter is concerned with the methods and mathematical basis for the trend
analysis used for this study followed by the results presented in chapter five. A
summary and conclusions are given in Chapter six.






2. Characteristics of the Earth’s
atmosphere

“Impacts on natural and human systems from global warming have already
been observed (high confidence). Many land and ocean ecosystems and
some of the services they provide have already changed due to global
warming (high confidence).” (IPCC 2018).

2.1. Vertical structure

Until Kepler’s laws of planetary motion were published in the early 17th century,
most physicists pictured the movement of planets through rotating spheres. Today
we know that this does not match the facts at all, but we still use the term “sphere”
for another natural phenomenon — to describe the different vertical layers formed by
the thin envelope of gases held through gravity on Earth. The boundaries between
these layers are known as “pauses” (Dreyer 1906; Brasseur and Solomon 2005). The
spheres are often divided by their different physical properties including thermal
characteristics, chemical composition, electrical attributes, or density.

In the literature two common classifications are used to describe the vertical
structure of the Earth’s atmosphere. The distribution of gases divides the atmosphere
into a well-mixed homogeneous part and a heterogeneous part, which is not uniformly
mixed but separated according to the atomic weight of each occurring gas. Beside
this classification into homosphere and heterosphere there is also the categorization
by the vertical temperature gradient, which leads into four major layers known as
the troposphere, stratosphere, mesosphere, and thermosphere (Fig. 2.1). Interactions
between different atmospheric gases and radiant energy from Sun and Earth drive
significant fluctuations in the vertical temperature profile (Brasseur and Solomon
2005).

Troposphere: The troposphere encompasses the bottom layer of the atmosphere,
from the surface to the tropopause at about 12km in the global mean. It
contains the bulk of the atmospheric mass and is primarily heated by radiant
energy exchanges from the underlying surface. At Mean Sea Level (MSL) the
averaged surface temperature is about 288 K, decreasing with height at an
average rate of 6.5 Kkm™!, termed as the normal lapse rate. The top of the
troposphere, known as the tropopause, has a nearly isothermal layer, with a
lapse rate less than 2K km™!. The tropopause occurs above the Equator at
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around 17km (Highwood and Hoskins 1998) and at 8 km over the poles. The
flow of energy is dominated by the water vapor circulation and nearly all cloud
and weather phenomena are restricted to this layer (Aguado and Burt 2006).

Stratosphere: Beyond the tropopause, the temperature gradient reverses, mainly
caused by the absorption of solar Ultraviolet (UV) radiation through ozone
molecules. The layer where this reversal can be identified is called stratosphere.
The temperature profile creates very stable atmospheric conditions, with hardly
any vertical motion. A Sudden Stratospheric Warming (SSW) event can destroy
these robust layering which results in a downward shift of the stratopause. The
upper limit of the stratosphere terminates at approximately 50 km with a mean
temperature of 270 K, marking the transition zone between the stratosphere
and the much colder mesosphere (Marshall and Plumb 2008).

Mesosphere: Due to the lower ozone density, the temperatures in the mesosphere
decrease rapidly with height. This layer is cooled by radiative emission from
CO3 and the mean temperature at the mesopause at 80 km is about 180 K.
The temperatures in the mesopause can cool down to less than 150 K in the
polar summer, which marks the lowest temperature in the atmosphere (Plane
2003). This can even cause ice clouds to form in the polar region. Further up,
nitrogen oxides are being ionized by Lyman alpha hydrogen radiation. Those
are responsible for a part of the ionosphere, the D layer, which is only present
during the day.

Thermosphere: The energy budget of the upper atmosphere is primarily balanced
by the heating of gas due to the absorption of solar extreme UV and X-ray
radiation. Additional important factors are heat transport due to conduction
and convection and heat loss due to Infrared (IR) emission (Bates 1959). Above
the mesopause, extreme UV radiation is absorbed and a part of its energy
goes into heat, leading to a positive temperature gradient. This region is
called thermosphere. While convection is the main heat transport process
in the lower thermosphere, heat is transferred through conduction into the
upper thermosphere, forming an isothermal region. Kinetic temperatures
between 500 K and 2000 K can be found in this layer, causing an ionization
of neutral gases which can be perceived as a phenomenon called aurora. The
homopause level occurs in the thermospheric region where the eddy diffusion
coefficient is equal to the molecular diffusion coefficient. Depending on the
solar activity, the thermopause is located between 250 km and 500 km (Stewart
1968; Mohanakumar 2008).

The region above the thermosphere is called exosphere. The air in the exosphere is
very thin and particles can easily reach the escape velocity. There is no clear-cut upper
boundary where the exosphere finally fades away into space. Different definitions
place the top of the exosphere somewhere between 100 000 km and 190 000 km above
the Earth’s surface (Bauer and Lammer 2004).
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Figure 2.1.: Structure of the Earth’s atmosphere as a function of temperature. Figure
taken from University Corporation for Atmospheric Research, UCAR (https://scied.ucar.edu/
atmosphere-layers, last visit on Oct 20, 2018).

2.2. Arctic amplification

Since the mid-20th century, temperatures have increased two to three times faster
in the Arctic region than in the mid-latitudes, a phenomenon known as Arctic
amplification. Polar amplification takes place in all seasons, but is strongest in
autumn and winter (Perlwitz et al. 2015; IPCC 2018). Dramatic melting of Arctic
sea ice and reduced spring snow cover are the results of this warming, especially after
the year 2000. Even climate models have not predicted the fast-changing pace in
this area. Recent studies linked Arctic amplification to changes in storm tracks, the
jet stream, and planetary waves and their associated energy production (Fig. 2.2).
Due to the relatively short length of observations and the overall poor sample size in
the Arctic region it is difficult to develop predictions on how this area will change in
the future (Cohen et al. 2014).

There is a general agreement that sea ice loss caused the warming of the Arctic
through ice-albedo feedbacks (Screen and Simmonds 2010; Cohen et al. 2014). When
the reflective and bright ice melts, it transforms into darker ocean water; this amplifies
the warming trend as open water has a much lower albedo than ice, so more sunlight
is absorbed at the ocean’s surface. So losing sea ice is a key factor as it reduces the
Earth’s total albedo significantly (Screen and Simmonds 2010). When the air cools
to temperatures lower than the ocean surface during autumn, the absorbed heat
from the ocean is released into the atmosphere via radiative and turbulent fluxes,
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Figure 2.2.: Northern hemispheric mid-latitude weather cycle showing the influence of
Arctic amplification on storm tracks, the jet stream, planetary waves and the cryosphere.
Adapted from Cohen et al. (2014).

strongly warming the lower Arctic troposphere and slowing sea ice formation. As a
result, the winter sea ice becomes thinner and easier to melt, this in turn increases
the fraction of open water in this season further (Serreze and Barry 2011).

But amplification is also observed in models with no ice or snow through a
strengthening in poleward heat transport and changes in the local net radiation
balance (Alexeev et al. 2005). Variation in atmospheric and oceanic circulation,
increasing cloud cover and anthropogenic soot in the Arctic environment are connected
to polar amplification too (IPCC 2013).

In addition to these local drivers, Arctic temperature variation is also sensitive
to changes of heat and moisture transport from lower latitudes towards the poles.
Thunderstorms occur more often in the tropics, transporting heat from the surface
to higher altitude levels where global wind patterns carry it polewards, creating
a near constant heat flow away from the tropics. This process dampens warming
near the Equator and contributes to Arctic amplification (Genio 2011). Additionally,
a lot more water vapor is being transported towards the polar region by the jet
stream. As water vapor is a greenhouse gas that traps heat in the atmosphere and
can also condense as clouds that trap even more heat, it also plays an important
part regarding the polar amplification (Francis and Vavrus 2015).

A direct connection between Arctic amplification and changes in speed and struc-
ture of the jet stream is still under investigation. As the polar amplification has
weakened the temperature gradient near the surface, the temperature difference at
higher altitudes has strengthened (Allen and Sherwood 2008). Further evidence from
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models suggests that cryospheric anomalies are key drivers of mid-latitude weather
extremes as they alter the stratospheric vortex, storm tracks, and the jet stream
(Cohen et al. 2014).

2.3. Storm tracks

Mid-latitude cyclones and anticyclones, also known as eddies, mainly occur in
certain regions, labeled as storm tracks. They are statistically most common in
North America, the North Pacific, and the Southern Oceans, as well as in the
Mediterranean Sea. The FEuropean climate is strongly influenced by the storms
which track across the Atlantic Ocean. Many high-impact weather experiences like
strong winds and precipitation are associated with these intense cyclones. Overall,
the storm tracks are very important components of the global climate system as
they transport heat, momentum and moisture (Pinto et al. 2007; Woollings 2010;
Shaw et al. 2016; Woollings et al. 2016). The intensity and location of storm tracks
vary seasonally. The Atlantic storm track, for example, is much weaker and slightly
further poleward in summer than in the other seasons (Trenberth and Stepaniak
2003; Woollings et al. 2014). The subtropical cyclogenesis (cyclone formation) in the
North Atlantic peaks in September and October. The Fourth Assessment Report
(AR4) models predict that the storm tracks will shift polewards in the future (Yin
2005; Barnes and Polvani 2013; Mbengue and Schneider 2017).

2.3.1. What determines cyclones

Cyclones are often defined as the region surrounding a local minimum in sea level
pressure (Shaw et al. 2016). Mobile, extratropical cyclones play an important role in
determining local weather conditions and have a strong connection to precipitation,
clouds and radiation. Through their strong influence on vertical and horizontal
exchange of heat, water vapor and momentum, they also have a primary role in the
general circulation of the atmosphere (Bengtsson et al. 2005).

While extratropical cyclones or frontal cyclones contain frontal systems, tropical
cyclones do not. Frontal cyclones are large traveling atmospheric vortices (rotating
air), up to 2000 km in diameter, that form along linear bands of temperature gradients
with significant vertical wind shear anywhere within the extratropical regions of
the Earth (usually between 30° and 60° latitude from the Equator). An intense
cyclone in the middle to high latitudes may have a surface pressure of only 970 hPa
compared to an average sea-level pressure of 1013 hPa. Circulation around an area
of low pressure is on the northern hemisphere counterclockwise and results in cold
air moving southwards (Lynch and Cassano 2006).

The cyclone development is described in Fig. 2.3 in detail. In the initial state,
two different fronts slowly move along each other, forming a boundary with a strong
horizontal temperature gradient. Cyclonic evolution is initiated as a disturbance along
the front which distorts the front into a wavelike configuration, visible in Fig. 2.3(a)
and Fig. 2.3(b). As the pressure continues to decrease within the disturbance, the
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Figure 2.3.: Evolution of a cyclone on a 925hPa wind field, dashed lines indicate the
potential temperature at 282, 290 and 298 K. (a) 48 and (b) 24h before the intensity
maximum. (c) at the time of the intensity maximum. (d) 24 and (e) 48h after the intensity
maximum. Reprinted from Dacre et al. (2012).

cyclonic circulation and the system relative wind speeds around the center increase.
This forces equatorward and poleward movements of cold and warm air. The cyclone
continues to intensify, moving cold dense air rapidly equatorward, while the warm
and less dense air streams in a northerly direction. At the maximum intensity, the
lowest central pressure occurs, and the strong pressure differences result in peak wind
speeds (Fig. 2.3(c)). The separation of the cyclone from the warm air toward the
Equator can lead to a storm decay and a dissipation in a process called cyclolysis
(Schemm and Sprenger 2015). During the first 24 hours of the decaying process
the central pressure increases and the pressure gradients decrease leading to lower
wind speeds (Fig. 2.3(d)). At the end of his lifecycle, the central pressure continues
to rise and the frontal gradients weaken further (Fig. 2.3(e)) (Dacre et al. 2012).
Additionally, to the development of cyclonic circulation in the atmosphere, tropical
cyclones often transform into extratropical cyclones at the end of their tropical
existence as they move toward higher latitudes. During a transition, the cyclone
connects with a nearby front, ending in an increased size of the system and a weaker
core. Usually the cyclone does not become subtropical during this transition (Hart
and Evans 2001).

Tropical cyclones in comparison to frontal cyclones have little to no temperature
differences across the storms surface. Their winds are derived out of the release
energy from cloud formation and are strongest near the surface while extratropical
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cyclones have their strongest winds near the tropopause at 12 km. These differences
occur because the “core” of a tropical cyclone is warmer than the environment in
the troposphere whereas extratropical cyclones have their “warm-core” above the
tropopause.

A circulation system goes through a series of stages until it intensifies and becomes
a mature tropical cyclone. At the start, a tropical disturbance with loosely organized
cumulonimbus clouds shows weak circulation. The storm is classified as a tropical
depression once the wind speed increases to 36kmh~'. At a wind speed over
63kmh~!, the system is called a tropical storm. When the maximum wind speed
exceeding 119 kmh~1!, the storm is classified as a tropical cyclone (Merrill 1984).

Six conditions favorable for this process (Gray 1968):

o Surface layer temperature of the ocean water must be 26.5 °C or warmer
and at least 50 m deep.

o A preexisting atmospheric circulation near the surface is necessary.

e To support the formation of deep convective clouds, the atmosphere must
cool quickly enough with height.

e At a height of 5km above the surface the atmosphere must be relatively
humid.

e Cyclones can only exist at least 500 km away from the Equator.

e The wind speed must change slowly with height through the troposphere
with more than 10 meters per second between the surface and an altitude
of about 10000 meters.

The dynamics of a tropical cyclone are based on the fact that the exterior of a
storm is cooler than its core. It is necessary that the temperature of the atmosphere
decreases sufficiently rapidly with height. The warm, saturated air moving upwards
in the center of the circulation tends to keep rising as long as the surrounding air is
cooler and heavier. This vertical movement allows the development of deep convective
clouds. At about 5 km, some additional air from the surrounding atmosphere is drawn
into the cyclone. If this outside air is relatively humid, the circulation will continue
to intensify. If it is sufficiently dry, it can evaporate some of the water droplets in the
rising column, making the air cooler than the surrounding air. This cooling leads to
the formation of strong drops, which interrupt the ascending movement and inhibit
the development (Gray 1968). The predominant mechanism that shapes cyclones in
the atmosphere, called baroclinic instability, is discussed in the next section.

2.3.2. A closer look on baroclinic instability

Baroclinic instability, a fluid dynamical instability characteristic of rotating, stratified
fluids, is the most important mechanism for generating weather in the mid-latitudes
(Grotjahn 2014). It requires planetary rotation and a horizontal temperature gradient,
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created by differential solar heating that leads to colder poles compared to the Equator.
Baroclinic instability converts potential energy into kinetic energy manifesting in
cyclones and anticyclones (Marshall and Plumb 2008; Shaw et al. 2016). The energy
conversions are proportional to the perturbation heat fluxes in both the vertical and
horizontal directions. A zonal mean meridional circulation like the Hadley cell can
generate these heat fluxes in the atmosphere. Various observed properties, such as
the dominant length scales, the propagation speed, the vertical structure as well
as the energetics can be simulated by theoretical models of baroclinic instability
(Grotjahn 2014).

Since the available potential energy is related to a horizontal temperature gradient,
which is proportional to the vertical shear of zonal wind, the baroclinic instability
can be considered as a shear instability. Usually it is studied by linearizing dynamics
equations and by using eigenvalue or initial value methods. The most complex models
are compared with observational data but can be conceptualized for example in a
so-called two-layer quasi-geostrophic model of the atmosphere. These alternative
views and analysis techniques generally provide good opportunities for a better
understanding of baroclinic instability (Grotjahn 2014; Shaw et al. 2016).

In a two-layer model the atmosphere is idealized as two dry, incompressible ideal
gas layers that represent the upper and lower troposphere. The fluid flow is in
geostrophic and hydrostatic balance. The instability occurs due to the vertical
shear in the jet stream associated with the imposed horizontal temperature gradient
resulting from the thermal wind balance. The quasi-geostrophic theories provide a
reasonable prediction of the propagation speed and length scale of cyclones in the
lower troposphere.

Typically, the baroclinicity is measured by the maximum Eady growth rate,
named after its inventor Eric Eady, connecting the temperature gradient with the
Coriolis parameter and the Brunt—Vaiséala frequency. The Brunt—Vaisala frequency
or buoyancy frequency is the angular frequency at which a vertically displaced
parcel oscillates in a statically stable environment (Marshall and Plumb 2008). The
maximum Eady growth rate is proportional to the Equator-to-pole temperature
gradient and inversely proportional to the vertical potential temperature (see Sect. 2.5)
gradient. So, the key variables determining the frequency and strength of storms
within the storm tracks are the vertical and horizontal temperature gradients (Eady
1949; Shaw et al. 2016).

In the Earth’s atmosphere, the origin of the baroclinic instability growth is the
jet stream which has an unstable profile, either horizontally, vertically or in both
directions. As the differential radiative forcing continues, the jet becomes stronger
and more unstable until it breaks out in cyclones that transfer heat to the north.
They reduce the temperature gradient and therefore release the instability, flatten the
isentropic slope and dissipate the jet. During winter when the surface baroclinicity is
strongest, the storm tracks generally reach their maximum intensity, while they had
their minimum intensity during summer when the baroclinicity is weakest (Chang
et al. 2002; Marshall and Plumb 2008).
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2.3.3. Parameters that define storm paths

As mentioned in the previous sections, storms are caused by the global imbalance in
solar heating, which creates horizontal temperature gradients. The higher latitudes
radiate more heat to space than they receive from the sun, so additional heat
must reach them by winds from lower latitudes. As a result, cold fronts sweep
equatorward and warm fronts move poleward. When the fronts come together, the
troposphere in this region becomes baroclinically unstable (see Sect. 2.3.2). Cyclones
and anticyclones grow on this instability, reducing the temperature difference and
converting available potential energy into eddy kinetic energy. Therefore, any changes
to the temperature gradient may be expected to affect the storm tracks (Fig. 2.4)
(Woollings 2010; Harvey et al. 2014).

Studies identify mid-latitude diabatic heating as a key process responsible for the
maintenance of baroclinicity (Hoskins and Valdes 1990; Held et al. 2002; Chang
2009). Sensible heat transfer from the ocean is the main contributor to the diabatic
slope restoration near the surface, but the latent heating due to condensation of
water vapor dominates in the free troposphere. As individual storms are influenced
by the release of latent energy through water vapor condensation, changes in local
moisture content may be expected to affect the storm tracks. When the eddies are
growing in a moister environment, they also experience stronger dry stability and
weaker baroclinicity than they did before (Schneider et al. 2010). The general role of
atmospheric moisture content in storm track changes is an ongoing field of debate
(Bengtsson et al. 2009; Zappa et al. 2013; Ludwig et al. 2014).

Static stability, the ability of a fluid at rest to become turbulent or laminar due
to the effects of buoyancy, additionally affects the storm tracks as well as the local
baroclinicity, with increased stability inhibiting storm growth (Harvey et al. 2014).
Various studies show that the Equator-to-pole temperature difference is increased
at higher altitudes by tropical tropospheric warming in response to carbon dioxide
increase in the atmosphere and weakened at lower levels by polar warming mostly
caused by Arctic amplification (Cohen et al. 2014; Lin et al. 2017). The polar surface
warming further decreases the static stability as the vertical temperature difference is
increased significantly. In the tropical region, on the other hand, the static stability
is strengthened by the reduced vertical temperature gradient (Fig. 2.4 (Rind 2008;
Harvey et al. 2014). Therefore, a connection between storm tracks and the relative
magnitudes of tropical upper troposphere and polar lower troposphere warming can
be assumed (Rind 2008; Butler et al. 2010). When only polar warming is imposed
on a model, an equatorward shift of storm tracks can be observed. The fact that
models suggest a poleward shift results from an upper level dominance (Bader et al.
2011; Harvey et al. 2014).

Previous studies have explored a strong connection between storm tracks and
the North Atlantic Oscillation (NAO). There is also a relationship to the Arctic
Oscillation (AO) (Seierstad and Bader 2008). Changes in the tracks associated with
the NAO/AO have a strong influence on the surface temperature and precipitation
in the North Atlantic sector. During a positive NAO/AO phase, the storm tracks
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Figure 2.4.: Schematic illustration of some global storm track change drivers. The storm
tracks are marked in grey with the tropopause as a thick black line. Figure inspired by
Woollings (2016).

shift polewards and winter comes mild across northern Eurasia and the east US but
cold in the Arctic. In a negative phase, the tracks shift equatorward resulting in
relatively mild Arctic temperatures and colder northern Eurasia and east US winters
(Seierstad and Bader 2008).

Another important factor in the North Atlantic is the orientation of the North
American coastline. The land-sea contrast and the sharp Sea Surface Temperature
(SST) difference across the Gulf stream influence the storm track genesis. The
variability in sea ice and snow ice cover has a significant effect on the storm tracks
in some models (Seierstad and Bader 2008; Cohen et al. 2014).

On lower atmospheric heights the eddies form preferentially over the ocean surface
with typical lifetimes of a few days. Eddy activity continues at upper levels across
the land and this induces Rossby waves, which strongly influence the jet stream
(Woollings et al. 2014; Woollings et al. 2016). While eddy-driven jets are derived
from temporary large storm track eddies, the jets themselves steer and shape the
evolution of the eddies, resulting in a strongly coupled system of eddies and mean
westerly flow (Vallis and Gerber 2008; Shaw et al. 2016; Woollings 2016).

To investigate the storm track response to climate change, fully coupled ocean-
atmosphere general circulation models are used. There was little consistency between
models in the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change (IPCC) on how storm tracks might change in the future. However, Lambert
and Fyfe (2006) showed a consistent modification in cyclone intensities across the
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Coupled Model Intercomparison Project 3 (CMIP3), with an increase in stronger
cyclones and an overall reduction in cyclone numbers.

To capture storm paths, either system-centered or Eulerian methods of storm
track diagnosis are practicable. It is possible to use different fields like the Mean
Sea Level Pressure (MSLP) or the upper (250 hPa) and lower (850 hPa) troposphere
geopotential height, meridional wind and vorticity as well as potential vorticity on a
330 K isentropic surface. But there are various disadvantages; for example, the MSLP
is strongly influenced by large spatial scales, such as the Icelandic low (Hoskins and
Hodges 2002). Depending on the considered variable (Sea Level Pressure (SLP),
geopotential height, or relative vorticity) it matters if local extremes are identified
from a suitable anomaly fields or from the full field. Hoskins and Hodges (2002) for
instance subtract the large area components of the fields to better understand the
synoptic systems. Dynamic storm track measures like the high frequency geopotential
height variance or eddy kinetic energy are to a certain degree subjective, such as the
choice of filtering intervals for the high and band pass filter.

It is also possible that cyclones cells pass faster than the time steps of a method.
Storm center tracking algorithms are used to determine the cyclones life time and
location of the cyclogenesis and cyclolysis (see Sect. 2.3.1). The cyclone lifetime
is important, because this parameter strongly influences the size of climatological
ensemble of storm tracks as most of the circulations have a short lifetime of less than
2 days (Wernli and Schwierz 2006). The IMILAST project compared many different
cyclone tracking methods and found that strong storms are generally identified by
all methods (Ulbrich et al. 2013).

2.4. Atmospheric variability

Natural atmospheric variability refers to the variation in climate parameters caused by
nonhuman forces. It occurs periodically, quasiperiodically or even emerges as sudden
changes. There are two types leading to natural variability in atmospheric variables:
those external and internal to the climate system. The external processes are the
main driving force behind changes that occur over long time periods. The annual or
seasonal cycle for example is induced by external solar irradiance variations caused by
the tilting of the Earth’s axis against the ecliptic. Additionally, feedback mechanisms
can amplify the extent of the annual variation furthermore. It is necessary to take
these natural signals in account when investigating anthropogenic climate changes
(Yeh and Kirtman 2009; IPCC 2013).

2.4.1. The Quasi-Biennial Oscillation

The tropical Quasi-Biennial Oscillation (QBO) is perhaps one of the most spectacular
low frequency variability phenomenons in the Earth’s atmosphere. In the tropical
stratosphere, equatorial zonal wind oscillates between easterlies, as wind blowing
from the east is called, and westerlies with an irregular period of approximately
28 months. As soon as the easterlies fade out, the westerlies take over, and vice
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Figure 2.5.: Illustration of the downward-propagating Quasi-Biennial Oscillation (QBO)
pattern in the lower stratosphere and the effect of El Nifio-Southern Oscillation (ENSO)
in the troposphere through zonal (—20° S to 20° N) monthly mean temperature anomalies
between 2km and 35km. Figure taken from Wilhelmsen et al. (2018).

versa. The alternating wind regimes develop at the top of the lower stratosphere
and dissipate at the tropical tropopause, propagating downwards at about 1km per
month (Scaife et al. 2000; Baldwin et al. 2001). The QBO-related winds at 10 hPa
are in a different phase than the winds at 70 hPa, but they do not change a lot along
the longitudinal axis (Naujokat 1986). The winds are centered latitudinal symmetric
over the Equator with a meridional half width of approximately less than 15° towards
higher latitudes (Dunkerton and Delisi 1985). The QBO reaches its largest amplitude
of about 20m s~! in the middle to lower tropical stratosphere. In the 1970s, Richard
Lindzen and James Holton recognized that the periodic wind reversal was driven by
the vertical upwards transfer of momentum trough equatorial waves. These waves
are dissipated in the stratosphere by radiative cooling and affect the stratospheric
flow in the extratropics by modulating the effects of vertically propagating planetary
waves (Scaife et al. 2000; Marshall and Scaife 2009).

The QBO is influenced but not synchronized to the annual cycle, as the change
between eastward and westward winds tends to happen in the northern hemisphere
in early summer and late spring. It is also strongly connected with the polar vortex
and affects Sudden Stratospheric Warming (SSW) events (Andrews et al. 1987;
Baldwin et al. 2001). The mixing of stratospheric ozone and modification of monsoon
precipitation are two additional effects caused by the QBO. Cold Northern Europe
winters and a weaker Atlantic jet stream often coincide with eastward phases of the
QBO. A possible relationship between the QBO and the ENSO is currently a field of
research (Newman et al. 2016).
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It is practicable to investigate the QBO through temperature anomalies as they are
proportional to the vertical gradient of the zonal wind (Randel et al. 1999; Baldwin
et al. 2001). Figure 2.5 shows zonal (—20° S to 20° N) monthly mean temperature
anomalies from Global Navigation Satellite System (GNSS) Radio Occultation (RO)
data between 2 km and 35 km. It is easy to identify the quasi two-year period and the
downward-propagating pattern. The strongest shifts correspond with the transition
from westerlies to easterlies (Scherllin-Pirscher et al. 2017; Wilhelmsen et al. 2018).
For a more accurate look into QBO features, see Holton and Hakim (2013).

2.4.2. El Nio-Southern Oscillation

In the troposphere, the dominant interannual variability mode is the El Nino—Southern
Oscillation (ENSO), an irregularly periodic variation in winds and sea surface
temperatures over the tropical eastern Pacific Ocean. The strong atmosphere-ocean
coupling has three different states: The most familiar is the El Nifio phase. In addition,
there is the normal state of ocean and atmosphere and La Nifa, the counterpart to
El Nino. The phases have no fixed order and the events vary considerably in terms
of magnitude, spatial pattern, temporal evolution, and predictability. This diversity
results from the different roles of noise forcing and feedback processes (Jin et al. 2006;
Capotondi 2015). Although the El Nifio-Southern Oscillation (ENSO) presents itself
as year to year climate fluctuation, its dynamics include a wide range of processes
interacting on timescales that range from weeks to decades (Tziperman and Yu 2007;
Choi et al. 2012). Its effects on atmospheric circulation can be detected globally,
from the surface to the lower stratosphere (Randel et al. 2009).

Since the equatorial Pacific acts as a coupled system, air pressure and sea tem-
peratures are the main driving factors. The positive feedback between ocean and
atmosphere, or between sea surface temperature gradient and atmospheric circulation,
explains the growth and amplification of the initial disturbance. The phase reversal
from an El Nifo to a La Nina state can be explained by the migration of long oceanic
waves along the Equator.

In neutral years (Fig. 2.6 top), a pronounced high-pressure area in the central
and eastern South Pacific generates a strong ground-level trade wind circulation.
These trade winds carry large volumes of water vapor across the Pacific, leading to a
distinctive low-pressure situation with intense thunderstorms and heavy rainfall over
New Guinea and Indonesia. Rising humid air above Indonesia causes an eastward
flow of air masses along the Equator. To compensate this near-ground east-west
airflow, the ascended air in higher air layers flows back to the east and sinks again
over South America. This leads to a closed equatorial circulation, which is according
to its discoverer Sir Gilbert Walker also referred to as Walker circulation. Strong
south-east trade winds provide an east-west directed ocean current, driving warm
surface water from the South American coast to South Asia. In the Indonesian region,
surface water is up to 8 °C warmer and the sea level is about 0.5 m higher than at
the South American Pacific coast. While the warm water lowers the thermocline to
200 m in the Asian region, it is only 50 m deep in South America due to the eastward
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Figure 2.6.: This diagram shows a model of surface temperatures and areas of rising air
in the tropical Pacific during normal, El Nifio, and La Nina conditions (top to bottom).
Graphic taken from NOAA (https://www.climate.gov/enso, last visit on Oct 22, 2018).
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drifting water. As a compensation for the drifting surface water, cold Antarctic
deep water rises, resulting in cooler air over the sea surface with less water vapor
percentage. Together with the dry, sinking air masses on the edge of the South
Pacific anticyclones, this provides a low-rainy climate, especially on the coasts of
Peru and northern Chile (Fig. 2.6 (top)).

Almost every autumn, this system begins to switch: The Inter-Tropical Convergence
Zone (ITCZ) moves to the north, making the trade winds in the equatorial area
a little weaker. The warm water stored in the West Pacific spills back in form of
a Kelvin wave to the east within a few months. Thereby a noticeable warming of
surface water, especially on the coasts of Ecuador and Peru, can be measured. The
surface water is not mixed with the cool and nutrient-rich deep water, which leads
to the death of all plankton and a migration of fish stocks. The eastward Kelvin
wave also triggers a westward reflection wave, countering the flow reversal. That’s
the reason why a normal Walker circulation builds up again after a few weeks.

However, every two to ten years, an El Nifio takes place where the flow reversal
intensifies enormously and it comes to an extraordinary weakening of the South
Pacific high-pressure area over several months. As a result, the southeast trade
winds are weak or break down temporarily. This stops the equatorial water transport
towards Indonesia. The cold Antarctic buoyancy water at the South American coast
is largely covered by the backwashed warm water. This large-scale spread of warm
water additionally weakens the South Pacific high-pressure area, resulting in an even
greater slowing of the southeast trade winds and a reversal of the Walker circulation
as the low pressure zone moves towards South America. In the coastal area of
Ecuador, Peru and northern Chile, warm, humid air masses rise and cause heavy
rainfall and flooding. In southeast Asia, however, high pressure systems are formed,
causing long-lasting droughts (Fig. 2.6 (middle panel)) (IPCC 2007).

Between the El Nino years it happens that the normal conditions occur in a
particularly strong form, these events are then called La Nina (Fig. 2.6 (bottom)).
Although the ENSO is only active in the tropical Pacific, the variability of the Indian
monsoon and the hurricane frequency in North and Central America are closely
related to it. More than 90 % of the sun’s energy is absorbed by the ocean, and
several studies show that the ENSO can lead to short-term changes in the average
global surface temperature of up to 0.39°C (Trenberth et al. 2002). The variability
in the troposphere due the ENSO phenomenon is visible in Fig. 2.5. El Nifio events
during winter 2002-2003, 20042005, 2006-2007 and 2009-2010 can be identified as
well as a major event in 2015-2016 that lasts longer than normal (Timmermann et al.
2018). Additionally, La Nina events 2007—2008, 2010-2011 and 2011-2012 can be
observed. For a review on the ENSO complexity, see Timmermann et al. (2018).
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2.4.3. Sudden Stratospheric Warming events

A major, Sudden Stratospheric Warming (SSW) is possibly one of the most radical
changes of weather that can be observed on our planet. Over a matter of days,
the north polar stratospheric temperatures can fluctuate by more than 50 K. After
this big change, the stratosphere recovers slowly to its typical state. These highly
dynamic events also interact with the troposphere on a global scale and it seems that
SSWs have occurred more frequently in the last 15 years (Butler et al. 2014).

The Sudden Stratospheric Warming events are caused by atmospheric waves forced
through large-scale mountain systems of the northern hemisphere and land-sea
distribution. At altitudes of about 10km planetary-scale waves (Rossby waves) are
formed, fed by temperature contrasts between land and ocean. This planetary waves
are able to propagate into the stratosphere until they reach a critical layer, where
they dissipate (Matsuno 1971). The upward moving waves have two effects: First,
the air below the critical layer gets heated by the meridional flow (Schimanke et al.
2011). This leads to a decrease of the downward flow of the air at high latitude,
weakens the polar vortex and additionally warms the polar surface region (Schoeberl
and Newman 2014).

The most dramatic SSWs are called major warmings. During a major warming,
the westerly winds at 60° N and 10 hPa reverse. This results in a complete disruption
of the polar vortex and the vortex will either be displaced from its normal location
of the pole or split into daughter vortices (McInturff 1978). While major warmings
only occur every other winter, events of weaker amplitude appear frequently during
the winter season. An example of stratospheric warming can be found in Fig. 2.7.
The variability in the stratosphere also modifies the distribution of atmospheric trace
gases, including stratospheric ozone. The polar vortex acts as a barrier between
large trace gas concentrations within the vortex and small concentrations outside
the vortex or vice versa. During a SSW event, the vortex collapses, removing this
barrier and increasing the mixing of air between mid-latitudes and the polar region.
This final warming often appears in March or April, when the polar vortex breaks
down and reverses from the winter circulation into the summer circulation (Butler
et al. 2017).

In the literature different definitions have been used to diagnose the occurrence of
SSW events, yielding discrepancies in the detected events (Palmeiro et al. 2015). For
more than ten years, SSWs have been identified by using daily synoptic weather maps
at high altitudes. For this study, major SSW events were determined by using the
diagnostic from Charlton and M.Polvani (2007) on zonal wind data at 60° latitude
from NASA!.

Recent research has conclusively shown that extreme events can have substantial
impacts on winter surface climate, including increased frequency of cold air outbreaks
over Eurasia and North America and anomalous warming over Greenland and eastern
Canada (Butler et al. 2017). SSW events can also affect atmospheric chemistry,

retrieved from http://acdb-ext.gsfc.nasa.gov/Data_services/met/ann_data.html, last visit on Sep
25, 2018

20



2.4. Atmospheric variability

Potential Vorticity Temperature

1989-02-13

1989-02-20

0 100 200 300 400 500 600 700 O 10 20 30 40 50 175 200 225 250
Total Ozone (Dobson units) Potential Vorticity (PV Units) Temperature (K)

Figure 2.7.: Example of Sudden Stratospheric Warming events in the northern hemisphere
through total ozone (left), potential vorticity on a 460 K potential temperature surface (mid),
and temperature on a 50 hPa pressure surface (right) for 13 and 20 February 1989. Graphic
taken from NASA Ozone Watch (https://ozonewatch.gsfc.nasa.gov/facts/warming_NH, last
visit on Sep 18, 2018).

winds, and electron densities, as well as the electric fields and they extend from the
surface to the thermosphere across both hemispheres. Baldwin et al. (2001) and
Schimanke et al. (2011) showed the impact of SSW events on the North Atlantic
Oscillation (NAO), the Arctic Oscillation (AO), and the location of storm tracks.
In all these studies, an increase of geopotential height above the pole was observed
and a decrease of geopotential height at mid-latitudes for at least 60 days after the
peak of the warming has been mentioned. Outside of the tropics, an SSW event can
displace extratropical cyclonic storm tracks towards the Equator, resulting in an
increased probability that storms will pass over the United Kingdom and southern
Europe. Additionally, record-breaking cold temperatures and snowfall in the eastern
North America are possible (Kidston et al. 2015).

Studies show that individual SSW developments depend on the conditions of the
winter stratosphere. They interact with some known oscillations like the ENSO or the
QBO (Holton and Austin 1991; Labitzke et al. 2006; Butler and Polvani 2011). The
solar cycle and strong volcanic eruption at high latitudes can also have an influence
on stratospheric circulation.
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2.5. Vertical coordinates

In meteorology it is customary to use pressure p rather than height z as the primary
vertical coordinate. There is a practical advantage in observations as it is simpler to
measure pressure in situ than height. With p as a vertical coordinate, the height z
becomes a dependent variable z(p) (Marshall and Plumb 2008).

However, the geopotential height Z is a vertical coordinate related to the Mean
Sea Level (MSL) of the Earth, an adaptation to the geometric height z using the
variation of gravity g with latitude and elevation h. It can also be considered as a
“gravity-adjusted” height. It can be calculated by:

2.1
" (2.1)
with go = 9.806 65 ms~2 as the standard gravity at MSL and ® as the geopotential.

The geopotential ® is defined as the work required to raise a unit mass to the
height z from Mean Sea Level:

h
d(h) = /O 9(6, 2)dz (2.2)

where ¢ is the latitude.

Geophysical scientists often utilize the geopotential height Z as a function of
pressure. Using the hypsometric equation, the geopotential height can also be
calculated by:

Z = —[R(T'(p,po))/go)in(p/po) (2.3)

where (T'(p, po)) is the mean temperature from the surface to a certain pressure level
P.

Geopotential height is valuable for locating troughs and ridges, highs and lows,
which are the upper level counterparts of surface cyclones and anticyclones. Since
warm air is less dense than cold air, it causes pressure surfaces to be higher in warmer
air masses, while denser, colder air allows the pressure surface to be lower.

The geopotential height difference AZ = Z5 — Z1 between pressure levels is referred
to as the thickness of the layer. It is proportional to the mean virtual temperature in
that layer. A line drawn on a weather map connecting points of equal geopotential
height is called a height contour. At every point along a given contour, the values of
geopotential height are the same. The geopotential height contours can be used to
calculate the geostrophic wind, which is faster where the contours are more closely
spaced and tangential to the geopotential height contour (Andrews et al. 1987;
Marshall and Plumb 2008).

The potential temperature 6 is by definition the temperature that a parcel of
dry air at pressure p and temperature tx would acquire if it were compressed or
expanded adiabatically to the reference pressure py = 1000 mbar:

R

0=ty (f) v (2.4)
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with ¢, as the specific heat at constant pressure and R as the ideal gas constant. Thus,
potential temperature, unlike temperature, is conserved under adiabatic displacement.
Equation (2.4) directly determines how the temperature of an air parcel will change
as it is moved around adiabatically. So, if 6 is known, Eq. (2.4) allows to determine
the temperature at any given pressure. The potential temperature can also be used
as a field variable for characterizing the thermodynamic state of the atmosphere
(Andrews et al. 1987).

The static stability of the unsaturated atmosphere can be measured by the potential
temperature change with height as follow:

unstable <0

neutral } if (flz) { =0 (2.5)

stable >0

If the potential temperature decreases with height, a compressible atmosphere
gets unstable. Observations of decreasing potential temperature with height are
uncommon as the convection acts to fast mixing the atmosphere and turn it back
to a stably stratified state. Since parcels with the same potential temperature can
be exchanged without heating or work being required, lines of constant potential
temperature can be assumed as natural flow pathways. This fact is used in isentropic
analysis, which allows visualization of air movement and in particular analysis of
vertical motion on a large-scale (Marshall and Plumb 2008).
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3. Data sets

3.1. Radio Occultation data

Global Navigation Satellite System (GNSS) Radio Occultation (RO) data provide
atmospheric temperature profiles with very high vertical resolution and independent
information on altitude and pressure. This unique property is of substantial advantage
when analyzing atmospheric characteristics that mainly focus on altitude and pressure
knowledge as well as other thermodynamic atmospheric variables (Scherllin-Pirscher
et al. 2017). Due to the particular characteristics of GNSS RO, these data are
often used for numerical weather prediction (Kuo et al. 2000), climate monitoring
(Steiner et al. 2001), ionospheric research (Schreiner et al. 1999), and space weather
calculations (Jakowski et al. 2002).

In this study, troposphere and lower stratosphere data from 2001 to 2017 are used.
The data are based on RO sensors from different Low Earth Orbit (LEO) satellite
missions. Continuous RO observations of the Earth’s atmosphere were delivered
by the German Challenging Mini-Satellite Payload (CHAMP) satellite (Wickert
et al. 2004) from mid-2001 to October 2008 shown in Fig. 3.1. In addition to the
CHAMP measurements, the Argentine Satélite de Aplicaciones Cientificas/Scientific
Applications Satellite C (SAC-C) (Hajj et al. 2004) and the U.S./German Gravity
Recovery and Climate Experiment (GRACE) (Wickert et al. 2005; Beyerle et al. 2005)
missions, both launched in 2002, gathered data till 2013 respectively 2017. Ongoing
RO missions are the Taiwan/U.S. FORMOSAT-3/COSMIC (F3C) (Anthes et al.
2008; Anthes 2011) and the European Meteorological Operational (MetOp)/Global
Navigation Satellite Systems Receiver for Atmospheric Sounding (GRAS) (Loiselet
et al. 2000; Luntama et al. 2008) missions. Additionally, the German Terra Synthetic
Aperture Radar (TerraSAR-X) satellite provides a small amount of RO data (Wickert
et al. 2009).

All the RO observation satellites mentioned above receive radio-wave signals from
Global Positioning System (GPS) satellites in an active limb sounding (occultation)
geometry (Fig. 3.2). The theory of the limb sounding is first described by Baum and
Code (1953). It is a remote sensing technique and acquires, in contrast to in-situ
measurements, information about the atmosphere without being in direct contact
with it (Elachi and Zyl 2006).

During an occultation event the GPS signals propagate through the atmosphere,
where they get bent due to the Earth’s density gradients. This bending can be
identified as a phase-shift with respect to the original signal. The measurement is
based on high-precise, synchronized atomic clocks on the emitting and receiving
satellites. The retrieval (Fig. 3.3 of the temperature profiles with the WEGC
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Figure 3.1.: Number of RO observations between 2001 and 2016 used for the Wegener
Center for Climate and Global Change (WEGC) OPSv5.6 processing (Angerer et al. 2017).

Occultation Processing System version 5.6 (OPSv5.6) includes the elimination of
the ionospheric influence on the measurement by a combination of two GPS signals
(two carrier frequencies: 1575.42 MHz and 1227.60 MHz) as well as a Doppler-shift
correction. The Doppler-shift correction is necessary due the movement of the
emitting and receiving satellites and it utilizes precise orbit information like the
position and velocity of these satellites. It is also used to calculate the bending angle
« from the phase-shift assuming local spherical symmetry (Scherllin-Pirscher et al.
2011b; Liu et al. 2013). An inverse Abel integral (Fjeldbo et al. 1971) is applied to
obtain the refractive index n as a function of a certain radius r;.

n(ry) =exp |[—— /Oo ﬂda
TJar [a? — a?
The bending angle « is a function of the vertical distance a between the center of
refraction and the ray asymptote. Under the assumption of spherical symmetry, the
refractive index n reaches its maximum when the ray is closest to the Earth’s surface.
This indicates the radius of the Tangent Point (TP) r,. To avoid a singularity at

a = a; an integration per layer is used at the WEGC (Steiner 1998). The refractivity
profile N(h) for different heights h above Mean Sea Level (MSL) is given by:

(3.1)

N(h) = 105(n(h) — 1) (3.2)

To retrieve atmospheric parameters from the refractivity, the Smith—Weintraub
formula is used (Smith and Weintraub 1953). In the presence of non-negligible
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3.1. Radio Occultation data
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Figure 3.2.: Schematic principle of a RO event. Radio signals from GPS satellites bend
as they pass through the atmosphere; the amount of bending relates to the atmospheric
pressure, temperature, and moisture levels.

atmospheric humidity (tropical tropospere), additional background information must
be included. For OPSv5.6, European Centre for Medium-Range Weather Forecasts
(ECMWF) short-range forecast are used. For statistical optimization between 40 km
and 120 km, short-range forecast profiles of the ECMWEF are used to initialize the
Abel integral in the WEGC OPSv5.6. This processing step stabilizes the retrieval
and minimizes residual ionospheric errors from solar activity (Gobiet and Kirchengast
2004; Steiner et al. 2013). The RO products are therefore not entirely independent
from ECMWF background data. A detailed description of the WEGC OPSv5.6 can
be found in Schwérz et al. (2013).

Overall, the RO method has several distinct benefits like a high accuracy of less
than 1K for individual profiles in the upper troposphere and lower stratosphere.
The precision totals less than 0.05 K. The accuracy is influenced by instrument
quality, the condition of the atmosphere and the ionosphere as well as the exactness
of the orbit determination and the quality of the initialization of the Abel integral
(Kursinski et al. 1997; Schreiner et al. 2007; Anthes 2011; Scherllin-Pirscher et al.
2011b; Scherllin-Pirscher et al. 2011a; Ladstadter et al. 2015). Ladstédter et al.
(2015) compared RO with Radiosonde Observation (RAOB) (VAISALA) data. They
discovered a good agreement between RO and RAOB data in the Arctic.

Due to the self-calibrating nature of the measurement, data between different
receiver satellites are highly consistent and can be combined to a single long-term
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Figure 3.3.: Summary of the processing steps of the OPSv5.6 retrieval at the WEGC taken
from Schwérz et al. (2013).

stable climate record (Foelsche et al. 2011a). RO measurements can be performed
under all weather conditions (clear and cloudy air) due to the microwave GPS
signals. The typical horizontal resolution of about 60 km in the lower troposphere to
about 300 km in the stratosphere is described in Kursinski et al. (1997). It allows
applications at mesoscales to larger scales. Due to the limb sounding technique of
RO, the data have a high vertical resolution from 0.1 km near the surface to about
1.5km in the stratosphere. This can be used to get information on specific levels such
as the tropopause or the planetary boundary layer (Kursinski et al. 1997; Gorbunov
2002). Due to the fixed GPS satellites inclination of 55° and the increasing number
of LEO satellites, the measurements are performed globally and asynoptic over a full
diversity of (local) times. Since almost all RO satellites are in high inclination orbits,
even Sudden Stratospheric Warming (SSW) events can be studied with RO data.

3.2. Model data

Forecasts and reanalyses use numerical models of the atmosphere and oceans to make
short-term weather prognoses or longer-term climate predictions. A dynamic model
of the atmosphere and the physical processes that occur, like cloud formation, is
needed as well as models of other processes in the Earth system such as atmospheric
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composition, the land processes and marine environment. The forecasts are limited
by the fact that the atmosphere is chaotic and that mathematical models cannot
perfectly represent the laws of physics governing the dynamic equations. The models
also have to be simplified for many processes with very small scales, such as the
formation of clouds, which results in some uncertainties (Dee et al. 2011). The
comprehensive Earth-system model developed at ECMWF in co-operation with
Météo-France forms the base for all model data used in this work. All the main
applications required are available through one computer software system called IFS.

3.2.1. ECMWEF analyses

Six-hourly global operational analysis data from the ECMWF between December
2001 and February 2017 are utilized for the comparison with RO data. For the
assimilation process, a lot of observations are used, including RO measurements
(Healy 2007). The forecast fields are averaged over a period of 6h centered on
synoptic times, i.e. 0000, 0600, 1200 and 1800 UTC, derived from forecast lead times
between 3 and 27h. The data have a horizontal resolution (T42) of 64 points in
latitude and 128 points in longitude, which roughly equals the horizontal resolution of
RO measurements (Borsche 2008). The vertical resolution is 91 layers (L91) between
the Earth’s surface and about 0.01 hPa (80 km altitude) (Richardson 2005). In this
study, six-hourly interval data as well as a monthly climatology from this ECMWF
field are used.

3.2.2. ERA-Interim

In addition to the six-hourly ECMWF data, ERA-Interim (ERAI) fields are utilized
for comparison. erai is a global atmospheric reanalysis and combines a numerical
forecast model and observations since 1979. The data assimilation system that was
used to produce ERAI data is based on a 2006 release of the Integrated Forecasting
System (IFS) (Cy31r2). The system includes a 4-dimensional variational analysis
(4D-Var) with a 12-hour analysis window. The spatial resolution of the data set
is approximately 80km (T255 spectral) on 60 vertical levels from the surface up
to 0.1hPa (Simmons et al. 2007; Dee et al. 2011). For more information about
ERA-Interim see, e.g. Poli et al. (2010), Dee et al. (2011) and Simmons et al. (2014).

3.3. Data preprocessing

In my study I use monthly mean temperature RO data as well as interpolated
ECMWF and ERAI data sets on a 2.5°%x2.5° horizontal grid. This 144x72 longitude-
latitude grid has a vertical grid of 100 m from the Earth’s surface to 60 km altitude
(601 points). For each grid point, all RO profiles within 300 km radius from the
center of the grid are used. At higher latitudes, more profiles are within this radius,
resulting in a larger sample size and a stronger Sampling Error (SE) correction (see
Sect. 3.3.1 and Fig. B.3). All data sets range from December 2001 to February 2017.
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3. Data sets

3.3.1. Sampling error correction

All RO climatologies are affected by random (statistical) errors, sampling errors,
and systematic errors. The total climatological error results from combining these
error components. While the magnitude of the statistical error depends primarily
on the number of measurements, the SE is also strongly influenced by the sampling
density and atmospheric variability (Pirscher et al. 2007; Foelsche et al. 2008). As the
atmospheric variability is strongest at high latitudes during wintertime, the largest
SEs occur during this period of time (Fig. B.3 and Fig. B.4 to Fig. B.18).
Scherllin-Pirscher et al. (2011a) recommended to subtract the SE when using RO
climatologies for climate research. A reasonable approach to estimate the magnitude
of the SE is the comparison to a “true” reference field. In this study I assume that
ECMWEF analysis fields are valid approximations of the “true” global field.
Pirscher (2010) described the methodology for the SE estimation of RO in detail.
In summary, collocated ECMWEF' profiles are averaged to latitudinal bands and
monthly means, representing the atmospheric state at the times and locations of RO
measurements. Then the SE is calculated by subtracting this collocated field from
the ECMWEF field, thereby estimating the error caused by not fully sampling the
atmospheric state. In the last step, the estimated SE is subtracted from the RO field.
The substantial quality improvement of the RO climatological fields by this method
has been shown in different studies (Foelsche et al. 2011b; Scherllin-Pirscher et al.
2011b; Ladstadter et al. 2011). Impacts on my study can be found in Sect. B.

3.3.2. Preparation for the temperature difference calculation

First, zonal bands are computed from the monthly mean temperature data. Then,
the monthly mean temperature anomalies are created to deseasonalize the input
data. This is achieved by calculating the average temperature for each month for a
reference time period from January 2002 to December 2016. The monthly averages
are then subtracted from the original temperature data at the corresponding months.
To reduce statistical errors, the RO data sets are latitude weighted (weighting by
cosine of latitude). These fields are used for the computation of Equator-to-pole
temperature differences and trends.

3.3.3. Preparation for storm analysis

For a more detailed look on storm events, quality-controlled (Angerer et al. 2017)
daily weighted (over 5 days) RO profiles from September 2006 to August 2016 are
utilized. The profiles are first brought to a consistent grid. In the vertical direction,
each profile is interpolated to pressure levels p corresponding to an altitude grid z
with 200 m steps using the barometric formula:

o) = e (1 ). (3.3)
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3.3. Data preprocessing

with the scale height H = 7000m and the standard surface pressure py =
1013.25hPa. Then the profiles z; are averaged in the horizontal direction to a
regular 2.5°x2.5° longitude-latitude grid xgriq by applying a weighted mean given as:

i wiri( A, i, d)

Tgia(\, 6, d) S with (3.4)
2 2
o Jesp (— [(Aj) +(4%) D if (A\i, i, di) in (A £ 7.5°, ¢+ 2.5,d + 2)
0 else,

A)N; = A — )\; is the continuous longitudinal distance of a certain profile at a
longitude A\; with reference to the grid center \ while Ad; = d — d; describes the
(discrete) temporal distance of a certain profile on a day d; to the reference day d,
L =75° and D =1 day (see also Randel and Wu 2005).

Averaging the profiles of five days and the resulting effective resolution of 15°x5°
in longitude and latitude has been chosen for minimizing the number of empty
grid cells, while still being able to resolve the maximum amount of atmospheric
variability (Brunner et al. 2016). Such fields are used by Brunner et al. (2016) to
detect atmospheric blocking. Here, I use them for detecting storm events.

For the ECMWEF comparison, six-hourly 2.5°x2.5° ECMWF full field data has
been averaged for each day separately.
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The methods applied in this work are described in the following. To get an overview
on the global Equator-to-pole temperature difference, temperature gradients are
computed (Sect. 4.1). For a more detailed look, the differences of certain latitude
bands are calculated (Sect. 4.2). Based on these data, temperature trends are
determined. In addition, the trends for the Atlantic region (60° W to 10° W) and
for each season (DJF, MAM, JJA, SON) are calculated. To take the atmospheric
temperature variability into account, variability indices are applied in the regression
(Sect. 4.4.2). Higher temporally resolved isentropic and pressure surfaces are used
for identifying strong storm events (Sect. 4.3). All RO data sets are compared to
ECMWF or ERAT data sets.

4.1. The Equator to pole temperature gradient

As individual storms extract energy from horizontal temperature differences, changes
in the Equator-to-pole temperature gradient may be expected to affect the storm
tracks. To investigate how the Equator-to-pole temperature gradient has varied in
the 21st century, monthly mean 2.5°x2.5° RO data from December 2001 to February
2017 are used. To receive a more robust gradient estimate, these data are averaged
to 5° zonal bands. Then the temperature derivative from South Pole to North Pole
between each zonal band is calculated for each altitude level. The sign of the received
South Pole to Equator data is reversed, resulting in a temperature gradient from
the Equator to the poles in both hemispheres. After this, the seasonal averages for
winter months (December, January and February) and summer months (June, July,
August) are calculated. Finally, the temperature gradient anomalies are computed
by subtracting the average of all 16 winter/summer seasons from each year’s seasonal
data.

4.2. Area average differencing method

From the gradient data it is obvious that there are regions with relatively strong
variation over the years, which mainly occur in the upper troposphere and the
stratosphere. Following Harvey et al. (2014), the Equator-to-pole temperature
difference is obtained by the following diagnostic: First, the zonal averages for the
tropical (30° S to 30° N) and the Arctic (60° N to 85° N) region are calculated as
described in Sect. (3.3.2). Then the difference is computed by subtracting the Arctic
zonal average from the tropical zonal mean. Note that I focus on the northern
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hemisphere as Arctic amplification has more impact on this region. For comparison,
ECMWF and ERALI full-field temperature anomaly data for the same time period
are used.

As many storm events occur the Atlantic region, a separate calculation is accom-
plished only using grid points between 60° W and 10° W. For storm tracks, the upper
stratosphere is not as important as the regions below, so the data are restricted
to below 30km altitude. Regressions (see Sect. 4.4.1) are performed using the Or-
dinary Least Squares (OLS) or Generalized Least Squares Autoregressive process
(GLSAR) model. To reduce the influence of natural variability, variability indices
(see Sect. 4.4.2) are applied to the regression. As results, the temporal development
of the temperature difference per altitude as well as temperature trends are plotted.

The GLSAR model is applied when the time series is temporally correlated
(autocorrelated). Note that this model does not work well for the stratospheric
region containing the full Quasi-Biennial Oscillation (QBO) variability. However,
after removing the variability by a multiple regression, the GLSAR is well suited.
Therefore, I use a full multiple regression with GLSAR for the main results, while T
use OLS for the simple linear trend and seasonal trends. A downside of using the
OLS model when autocorrelation is present is the underestimation of the trends
significance. I therefore do not depict trend significance when showing OLS results
for monthly time series.

To check for specific seasonal differences, temperature trends for all 20° zonal bands
in the northern hemisphere are computed for each season separately. Additionally,
the difference between the tropical zonal mean and the Arctic zonal average are
calculated for the each season too. For the regression, seasonal variability indices are
used.

In addition to the temperature data results, trends in geopotential height are
computed. Geopotential height fields are available as 2.5°x2.5° monthly mean
fields on pressure levels. Accordingly, the variability indices files are regridded to
pressure levels by exchanging the altitude dimension with the pressure dimension and
interpolating the resulting data onto a pressure grid between 1000 hPa to 10 hPa.

4.3. lIsentropic surfaces

In my work, I analyze two storm cases, the European windstorm Klaus and the
tropical typhoon Haiyan, using RO data. I follow the method of Papritz and Spengler
(2015) who used an isentropic framework to identify mid- and high latitude storm
tracks with ECMWF data. For this purpose, daily weighted (over 5 days) RO profiles
from September 2006 to August 2016 (see Sect. 3.3.3) are taken to calculate the
potential temperature 6 for each grid point by utilizing the absolute temperature
t and the associated pressure p in Eq. (2.4) with the standard surface pressure
po = 1000 hPa and the ideal gas constant R = 8.314J/molK. The specific heat
capacity ¢, at constant pressure dP = 0 is assumed with 29.098 J/molK (Ahrens
1995; Andrews 2000). To get specific isentropic layers, the pressure coordinates

34



4.4. Multiple linear regression

are swapped against the potential temperature values at each grid point. The new
potential temperature coordinates are then interpolated onto an equidistant vertical
grid with 150 grid points between 250 K and 400 K. The six-hourly ECMWF data
are processed in the same way. In the end, the geopotential height is plotted on
different isentropic levels between 290 K and 310 K. For comparison, the geopotential
height anomalies are calculated as the deviations of the daily geopotential height at
850 hPa from the monthly mean geopotential height.

4.4. Multiple linear regression

4.4.1. Generalized least squares model with auto regression

For the trend estimation a Generalized Least Squares Autoregressive process (GLSAR)
is used. Classical regression models try to determine the relationship between the
independent and the dependent variable. Rawlings et al. (1998) defines a standard
regression model as

v=XB+e (4.1)

with y as the n x 1 response vector; X as a n X p model matrix and B as a p x 1
vector of parameters to estimate. € is an error term and in an OLS model it is
assumed to be normally distributed N, (0,0?) with o2 as the variance. This leads to
an estimator of 3,

bors = (X'X) ™' X'y (4.2)

with a covariance matrix

1

Var(bors) = 0% (X'X) "~ (4.3)

In a linear regression model, certain assumption are made including linearity,
homoscedasticity, normality and no auto correlation between the error terms. If the
assumption of a missing correlation in the error term is violated, the underlying
model would be invalidated, distorting the standard errors of the parameters. If the
errors are correlated, the least squares estimators are inefficient and the estimated
variance is inappropriate (Gershenfeld 1999; Fox 2002; Akpan and Moffat 2018).
An attempt to overcome this weakness is to generalize the OLS, assuming a more
universal € ~ N, (0, X) with a symmetric and positive-definite error-covariance matrix
3. The different diagonal entries in 3 correspond to non-constant error variance,
while nonzero minor diagonal entries correspond to correlated errors. If the 3 is
known, the log-likelihood for the model would be

In(L(8)) = — 2 In(2r) — 5 In(det) — L(y ~ XS 'y ~XB)  (44)
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which is minimized by the Generalized Least Squares (GLS) estimator of 3,

—1
bars = (X’z—lx) X's"ly (4.5)

and a covariance matrix

Var(bgrs) = (X’z*l)(;)_1 (4.6)

Most of the time, the error-covariance matrix 3 is not known and must be estimated
from the data along with the regression coefficients 8. Assuming a stationary process
generating the regression error and that the covariance of two errors only depends
upon their separation (s) in time, it follows that (Fox 2002; Akpan and Moffat 2018):

Cov(ererts) = Cov(erer—s) = o2 ps (4.7)

where p; is the error autocorrelation at lag s. This leads to an error-covariance
matrix with the following structure:

1 P1 N
p1 1 pPL - Pn—2
S=02| P2 m 1 -3 | =o?p (4.8)
Pn—-1 Pn—-2 Pn-3 ... 1

Hence, if the values of 02 and p, are known, it is possible to use this result to find
the GLS estimator of 8 in a time series regression. But in general, these parameters
are unknown. The large number (n — 1) of different ps makes their estimation
impossible without specifying additional structure for the autocorrelation. There
are several standard models for stationary time-series (Fox 2002). In this work, the
most common model is used. It is related to autocorrelated regression errors in the
first-order Autoregressive process (AR)(1):

€ = Per—1 + 1 (49)

where the "random shocks" 14 are assumed to be Gaussian white noise, NID(0, 02).
Under this model, p; = ¢, ps = ¢° and 02 = 02 /(1 — $?). Because, as a correlation,
|¢| < 1, the error ¢, decay exponentially towards 0 as s increases (Fox 2002; Akpan
and Moffat 2018).
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4.4.2. Regression including atmospheric variability indices

In my thesis, I am using a regression model that includes a constant and a linear term
as well as main sources of natural variability, such as El Nifio—Southern Oscillation
(ENSO), QBO and SSW events. The atmospheric temperature variability indices I
am using for the regression are based on Wilhelmsen et al. (2018). They provided
tropical troposphere and stratosphere indices based on GNSS RO temperature
measurements. The input file they worked with included the whole vertical and
horizontal information from 2 to 35km and from 30° S to 30° N. By using an
Empirical Orthogonal Functions (EOF) analysis at each altitude level separately,
they received a mixture of all variability modes contributing at the respective altitude
level, including QBO and ENSO (Wilhelmsen et al. 2018). The variability indices
are defined as the main Principal Components (PCs) of the EOF analysis.

For my study, I created in addition variability indices for the Arctic region from 60°
N to 85° N to cover SSW events. They are based on the same deseasonalized monthly
mean temperature anomaly data as the tropical indices. For the geopotential height
indices, I used deseasonalized monthly mean geopotential height anomaly data on
pressure levels.

The regression model y™°9 for each grid point ¢ and each altitude a is then defined
by:

Yol o = GRS 4 plnear ¢ 4 BYP T + BEO Pig + € (4.10)

where S50, [5’1““%“, ﬁtmp and Bgf;l are the regression coefficients (generally 8,
hereafter) € is an autoregressive function. To get the residuum 74,4, the de-
seasonalized model is subtracted from the anomaly time series:

Toat =Yoo =¥y ar (4.11)

The regression coefficients are determined by a least squares approach

RVo = > 12, 22% min! (4.12)
t

where RV is the Residual Variance. Equation (4.12) varies the regression parameter
in order to minimize RV. In practice, the GLSAR function in the Python module
statsmodels is used.
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This chapter presents the results of the analyses of the data sets introduced in the
previous chapters. This includes an analysis of the global temperature gradient
variation from 2002 to 2016 as well as a deeper look into the global and Atlantic
temperature difference trends between the tropical and the Arctic region for the
same time period. Different data sets are compared to each other and the origin of
the trend has been analyzed. Seasonal patterns should give information about the
temperature trends for each season separately. Using a vertically resolved atmospheric
variability index accounting for tropical QBO/ENSO and polar SSW events reduces
the uncertainties significantly.

A special focus is given on two storm events in 2009 and 2011. Geopotential
height from RO and ECMWF data sets are compared at 850 hPa as well as on 297 K
or 304 K potential temperature levels to identify cyclone tracks. This should give
information on how well storms can be detected with the available data and if it is
possible to locate a shift in the storm tracks in future studies.

5.1. Vertical resolved gradients and differences between the
tropics and the Arctic

5.1.1. Equator-to-pole temperature gradients

As a result of differential radiation effects and air mass transport, large temperature
differences between certain areas of the globe exist. Figure 5.1 shows the temperature
anomaly gradient from the Equator to the poles in the northern hemispheric winter
months based on RO data. Each year is plotted separately. There are large gradient
variations in the higher northern latitudes between 10km and 30 km altitude. Espe-
cially the years 2001/02, 2002/03, 2003/04, 2005/06, 2008/09, 2009/10 and 2012/13
show a strong warming gradient with more than 2K in the lower stratosphere over
the Arctic region, while 2004/05, 2010/11, 2013/14 and 2015/16 present the opposite.
The strong warming gradient corresponds well with SSW events determined from
zonal wind data? at 60° N latitude. In 2004/05, 2010/11 and 2015/16, extreme ozone
depletion happened in the Arctic stratosphere, resulting in a strong polar vortex and
record breaking negative temperatures that are visible in Fig. 5.1 (Hobe et al. 2006;
Arnone et al. 2012; Voigt et al. 2018).

2retrieved from http://acdb-ext.gsfc.nasa.gov/Data_services/met/ann_data.html, last visit Oct 25,
2018
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Figure 5.1.: Equator-to-pole temperature gradient for the winter season (December, January,
February). RO anomaly data from 2002-2016 on a 5° resolution grid. SSW events are marked
with a black circle.
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Figure 5.3.: Regions used for the calculation. The tropic (30° S to 30° N) and Arctic (60°
N to 85° N) latitude bands are drawn as black rectangles. The Atlantic areas that were
chosen for the calculations are denoted by red rectangles.

The air masses in the Arctic above 30 km change in the complete opposite way
as below. The temperature gradient in these air layers is strongly positive in
2004/05, 2010/11, 2013/14 and 2015/16, but negative in 2001/02, 2003/04, 2005/06,
2008/09, 2009/10 and 2012/13. In connection with SSW events, the strong negative
gradients around the stratopause are related to a weakening and/or reversal of the
dominating eastward directed zonal winds in the mesosphere. The reversal results
from the growth of upward propagating transient planetary waves and their non-linear
interaction with the zonal mean flow (Kishore et al. 2012). In addition, the chemical
composition changes during SSW recoveries, leading to an ozone depletion in the
upper stratosphere and the lower mesosphere (Orsolini et al. 2010).

Near the surface the gradient also changes, although the variability there is far
weaker than above. In the tropical region between +25° the main variation occurs
around the tropopause. The gradient is around +1 K, switches signs multiple times
per altitude and is nearly symmetrical around the Equator. This is most likely caused
by air mass transport through the QBO and the Brewer-Dobson circulation.

Note that there is only a weak temperature anomaly gradient in the Southern
Hemisphere in Fig. 5.1 overall due to the stronger solar radiation income in the
Antarctic region for the chosen time period. The increase of the sample size af-
ter 2005/06 (see Fig. 3.1) is clearly visible in a more accurate resolution in layer
differences.

For summer months visible in Fig. 5.2, there are hardly any temperature gradients
to observe in the northern hemisphere. Although there is a SSW event visible in
2002. It is the only major SSW event in the southern hemisphere in the 21st century
so far.
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" (a) Temp. diff. between tropics minus Arctic region for global RO anomaly data
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Figure 5.4.: (a) Temperature difference between the tropics (30° S to 30° N) minus the
Arctic (60° N to 85° N) based on RO temperature anomaly fields. The anomalies are relative
to the time period between December 2001 to February 2017. (b) Same data used as (a),
trend plotted for specific heights. The black lines indicate SSW events.

5.1.2. Temperature anomaly differences over time (2002-2017)

Figure 5.4 presents the temporal evolution in temperature difference between the
tropics (30° S to 30° N) minus the Arctic region (60° N to 85° N) (see Fig. 5.3) up to
30 km altitude based on RO temperature anomaly fields. The temperature anomaly
differences are generally within +2 K up to 10km altitude, and become much larger
above. In extreme cases, the temperature anomaly difference can change more than
20 K within a month. The periods of large negative anomaly differences in the lower
stratosphere correspond with SSW events. Large positive differences correlate well
with cold stratospheric winters, e.g 2004/05, 2010/11 and 2015/16 where large ozone
loss took place (Hobe et al. 2006; Arnone et al. 2012; Voigt et al. 2018). The results
are consistent with those based on ECMWF (Fig. A.1) and ERAI (Fig. A.2) data
sets.

Regressing the anomaly data sets on a vertically resolved atmospheric variability
index after Wilhelmsen et al. (2018) reduces the differences significantly (Fig. 5.5). By
decreasing the influence of tropical QBO and ENSO variability as well as polar vortex
fluctuations with SSW events, the overall minimum and maximum temperature
anomaly differences are lowered by more than half. There are still larger peaks at
some major SSW events like in 2009 and 2013, but they do not exceed —6 K. Similar
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" (a) Temp. diff. between tropics minus Arctic region for global RO anomaly data
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Figure 5.5.: Same as Fig. 5.4, but regressed onto a vertically resolved atmospheric variability
index after Wilhelmsen et al. (2018) accounting for tropical QBO/ENSO and polar SSW
events. The black lines indicate SSW events.

to Fig. 5.4, where the vertically resolved atmospheric variability index had not been
used, the temperature differences in Fig. 5.5 variate more in the stratosphere than
in the troposphere. The RO results are consistent with other data sets (Fig. A.3,
Fig. A.4).

The temporal evolution of temperature differences in the Atlantic region (10°
W to 60° W, red rectangles in Fig. 5.3) is more distinct than on the global scale,
with temperature anomaly differences larger than +15K (Fig. 5.6(a)). The large
variations in the 2004/05, 2005/06, 2009/10, and 2013/14 winter months correlate
well with SSW events. Using the atmospheric variability index in the regression for
the Atlantic region (10° W to 60° W) gives similar results as for the global data set
(Fig. 5.6(b)). The differences decrease by more than 10 K for some periods and the
anomaly peaks for each altitude level flatten. But still a variation of around +6 K
remains (Fig. 5.6(d)). Other data sets (Fig. A.5, Fig. A.6) provide similar results.

These outcomes suggests that the temporal evolution of the temperature difference
between the tropics (30° S to 30° N) minus the Arctic region (60° N to 85° N) is
particularly influenced by natural variability resulting from ENSO, QBO and SSW
events and a large part of this variability is removed by applying vertically resolved
atmospheric variability indices to the regression. The reduction is visible in all data
sets and it can be seen in the global mean data as well as in the data for the Atlantic
region (10° W to 60° W).
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(a) Temp. diff. between tropics minus Arctic region for the Atlantic area
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Figure 5.6.: (a) Temperature difference between the tropics (30° S to 30° N) and the Arctic
(60° N to 85° N) for the Atlantic region (10° W to 60° W) based on RO temperature anomaly
fields. The anomalies are relative to the time period between December 2001 to February
2017. (b) The data is regressed onto a vertically resolved atmospheric variability index
accounting for tropical QBO/ENSO and polar SSW events. For (c¢) and (d) the same data
as in (a) and (b) are used and the temporal evolution was plotted for specific heights only.
The black lines represent SSW events for the same time period.
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Figure 5.7.: Vertically resolved temperature difference trend between the tropics (30° S to
30° N) and the Arctic (60° N to 85° N) based on RO data. Left: The blue line depicts the
simple linear trend of sampling error corrected data. The anomaly data was regressed onto
a vertically resolved atmospheric variability index accounting for tropical QBO and ENSO
(green). In addition, a polar variability index accounting for SSW events (orange) was used.
The anomalies are computed relative to the time period from December 2001 to February
2017. Right: Different variability indices in form of PCs explaining the respective variance.

5.2. Vertically resolved trends

5.2.1. Zonal mean temperature trends

As shown in the previous section, a large part of the variation in temperature
difference between the tropics (30° S to 30° N) and the Arctic (60° N to 85° N) exists
due to atmospheric phenomena like ENSO or SSW events. Each altitude layer is
affected differently. Figure 5.7 demonstrates that there is not only strong short-term
variability (Fig. 5.4), but also a background trend in the different atmospheric layers.
In the lower troposphere, the temperature difference trend between the tropics and
the Arctic decreases between —0.1 K and —0.5 K per decade. This means that either
the temperature at the pole has risen or the tropical one has been reduced. At
around 8 km the trend becomes positive, up to 0.8 K per decade near 12 km altitude.
Above the trend is getting weaker per altitude until 19 km, where it changes back
to a negative trend of about —0.4 K per decade up to 30 km. Figure 5.7 shows that
regressing the anomaly data onto a vertically resolved atmospheric variability index
after Wilhelmsen et al. (2018) reduces the uncertainties dramatically and yields more
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Figure 5.8.: Tropical (orange) and Arctic (blue) temperature trend for zonal mean RO
data. The data have been regressed onto different variability indices.
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Figure 5.10.: Arctic (60° N to 85° N) temperature trends and tropical (30° S to 30° N)
temperature trends for RO (orange), ERAI (green) and ECMWF (blue) data sets. The
tropical data have been regressed onto a vertically resolved atmospheric variability index
accounting for tropical QBO and ENSO, while the Arctic data have been regressed on a
variability index accounting for polar SSW events.

significant results. What stands out in Fig. 5.7 is the large difference between the
polar PC1 and the other PCs above 8 km. While the tropical PC1 and PC2 can
only explain a small part of the variability in the stratosphere, most of it can be
attributed to variability in the polar stratosphere.

Analyzing the temperature anomaly trends for the Arctic (60° N to 85° N) and
the tropics (30° S to 30° N) separately gives an explanation for the difference trend
in Fig. 5.7. In the Arctic region (Fig. 5.8 and Fig. 5.10(a)) the trend is exactly
the opposite to the difference plot with a positive polar trend in RO data at the
surface, a negative maximum near 12km and a positive tendency in the upper
stratosphere. This explains the difference trend, as the Arctic temperature anomaly
data is subtracted from the tropical one.

In the tropics (Fig. 5.8 and Fig. 5.10(b)), the trend is slightly positive in the
lower troposphere, around 0.3 K in the upper troposphere and becomes slightly
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negative above 20 km altitude for RO data. As the RO temperatures in the moist
atmosphere are influenced by ECMWFEF short-term forecast data in the moist air
retrieval, artefacts in the moist tropical troposphere below 8 km arise, resulting in a
near to zero trend.

Comparing the RO data with ECMWF and ERAI data in Fig. 5.9 reveals the
similar trends overall, but discrepancies between certain layers. The tropospheric
trends are negative for the RO and ERAI data sets, with the ERAI becoming zero
at 4km, while the ECMWF trend oscillates around zero between 2km and 8 km.
Above 10km altitude the ERAI and RO data sets show the same tendency with the
ERALI data oscillating around the RO trend.

There is a positive maximum for both in the tropopause region with 0.8 K per
decade. The ECMWF trend in the stratosphere is similar, but shows a large peak
near 16 km stemming from the representation of the tropical tropopause (see Fig. 5.9).

In the Arctic, ERAI shows a noticeable weaker trend in the troposphere (see
Fig. 5.10(a)). Overall ERAI and ECMWF show oscillating structures in the vertical
trend which might be due to the underlying model and weighting functions in the
assimilation process.

5.2.2. Temperature trends and difference trends in the Atlantic region

In addition to the global mean Equator-to-pole temperature difference I also analyzed
the temperature difference over the Atlantic region (10° W to 60° W) (see Fig. 5.3)
as storms are regularly forming in this area.

The temperature difference between the tropics (30° S to 30° N) and the Arctic
(60° N to 85° N) in the Atlantic region shows a slight warming to near zero trend in
the lower troposphere up to 5km altitude (Fig. 5.11). The difference trend increases
to about 0.5K per decade to 0.6 K per decade at 10km to 15km altitude. The
trend changes to negative values above 19km with about —1K per decade near
25 km altitude. Fig. 5.12 shows the corresponding trend values. The mid-to upper
troposphere in the tropical Atlantic region warms by about 0.3 K per decade and
the lower stratosphere above cools by about —0.2 K per decade. In contrast I found
in the high latitude Atlantic region a cooling for the whole troposphere of between
—0.1 K per decade to —0.4 K per decade, and a warming in the stratosphere of about
0.7K per decade near 25km altitude. For the tropics, I found the trend in the
Atlantic region very similar to the global mean trend. For the Arctic region, the
trend are of opposite sign in the troposphere, for the Atlantic region it is positive
while it is negative in the global mean. This indicates a stable trend for the tropical
region around the globe and strong variation in the polar region, especially in the
troposphere.

The variability is much higher in the Atlantic region than globally, mainly caused
by variation in the Arctic region as explained by the polar PC1 (Fig. 5.11 right).
Also the polar PC2 and PC3 do explain a lot more temperature variance than on
the global scale.
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Figure 5.11.: Vertically resolved temperature difference trend for the Atlantic region (10°
W to 60° W) between the tropics (30° S to 30° N) and the Arctic (60° N to 85° N) for
RO data. Left: The blue line depicts the simple linear trend of sampling error corrected
data. The anomaly data was regressed onto a vertically resolved atmospheric variability
index accounting for tropical QBO and ENSO (green). In addition, a polar variability index
accounting for SSW events (orange) was used. The anomalies are computed relative to the
time period from December 2001 to February 2017. Right: Different variability indices in
form of PCs explaining the respective variance.

The comparison of all data sets in Fig. 5.13 shows larger differences between ERAI
and RO data in the lower troposphere. Above 10 km they show a similar trend. The
large peak near 17km and 30 km for the ECMWEF data can possibly be explained by
the underlying model and data assimilation processes.

The lower to middle tropospheric trend for the polar Atlantic temperature anomaly
data (Fig. 5.12 and Fig. 5.14(a)) is shifted by 0.7 K against the global trend in
Fig. 5.10(a). While the tendency in the lower stratosphere is nearly the same, it
changes to negative further down for the Atlantic data and is far stronger in the
mid stratosphere. As opposed to the polar trend, the Atlantic tropical temperature
variations shown in Fig. 5.12 and Fig.5.14(b) are the same as for the global data.

Separately analyzing regions over land, ocean, and land-ocean visible in Fig. 5.14(c)
and Fig. 5.14(d) leads to the conclusion that there is a strong influence of the
Greenland area in the Atlantic region. As there are strong differences in land-ocean
distributions between the tropics and the Arctic region, the polar troposphere trend
is different in the Atlantic compared with the zonal mean data, while the tropical
trends do not differ much as the tropical area data includes a high percentage of
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5.2. Vertically resolved trends
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Figure 5.12.: Tropical (orange) and Arctic (blue) temperature trend in the Atlantic region
for RO data. The data have been regressed onto different atmospheric variability indices.
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Temperature trend without indices, 2002-2017 Temperature trend with trop/polar indices, 2002-2017

30

25

N
o
ol

-
(&3]
|

Altitude (km)

10

AR T T T T T T I T
10 20 30 40 50 60 70 80 10 20 30 40 50 60 70 80

Latitude Latitude
~T : B
-0.9 -0.6 -0.3 0.0 0.3 0.6 0.9

Temperature trend (K/decade)

Figure 5.15.: Temperature trends in the northern hemisphere for RO data from 2002-2017
on 20° latitude bands. Left: Simple linear trend of the SE corrected anomaly data. Right:
The anomaly data have been regressed onto vertically resolved atmospheric variability indices
accounting for tropical (QBO and ENSO, 0° to 45°) and polar (SSW, 45° to 90°) variability.
Trends, which are significant at the 95 % level, are marked with black dots.

stable ocean areas. Besides this, the tropical region is hardly affected by the seasons
and the weather conditions are more stable there.

5.2.3. Seasonal temperature trends

Various studies show that seasonal patterns in temperature trends are an important
indicator for climate change (Randel et al. 1999; Free 2011; Cohen et al. 2012;
Barnes and Screen 2015). In Fig. 5.16, I illustrate the seasonal dependence of
temperature trends in the northern hemisphere based on RO temperature anomaly
fields. Although the amount of data points that are used for the regression is with
15 seasons on the lower side, the results are in a similar range as the annual trend
shown in Fig. 5.15 based on 180 months. While only slight seasonal variation can be
recognized in the troposphere applying a simple linear regression in Fig. 5.16 (top 4
panels), large differences in trends are visible in the stratosphere especially between
60° N and 80° N in winter (December, January, February) and spring (March, April,
May). Figure 5.16 (bottom 4 panels), shows seasonal trends based on multiple linear
regression accounting for tropical and polar variability. The differences in seasonal
trends are reduced and the statistical significance of trends in the tropics is increased.
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The temperature trends in the tropics are similar in all seasons (see Fig. 5.17 (left)
and Fig. 5.18 (left)). There is hardly any trend in the tropics up to 8 km altitude.
Note that RO temperature in the moist atmosphere are influenced by ECMWF
short-term forecast data used in the moist air retrieval. This leads to artefacts in the
moist tropical troposphere below 8 km and results in a near zero trend (same as in
Fig. 5.10(b)). Above 8 km the trend becomes positive with a maximum of 0.5 K per
decade near 12km. At around 20km the trend changes to negative with —0.2 K per
decade. All tropical seasonal results correspond well with the annual temperature
trend visible in Fig. 5.8 and Fig. 5.10(b).

However, the temperature trends in the region from 60° N to 80° N differ among
the seasons in Fig. 5.16 (bottom 4 panels), especially above 25 km. While the trend is
positive in spring and autumn (September, October, November), the trend becomes
slightly negative in the winter season. In the Arctic stratosphere, a mean warming
trend of 0.4 K per decade to 0.7 K per decade is found in spring and autumn at all
altitudes. In winter the trend becomes positive above 20km altitude, while in the
summer (June, July, August) the trend is near zero. In the Arctic troposphere, a
warming trend of 0.4 K per decade below is shown for all seasons in Fig. 5.17 (right)
and Fig. 5.18 (right). A similar trend can be seen in the annual data in Fig. 5.8 and
Fig. 5.10(a).

In the mid-latitudes, there are also large differences in seasonal trends visible in
Fig. 5.16 (bottom 4 panels). While weak insignificant negative trends with —0.2 K per
decade in the lower troposphere and —0.4 K per decade near 25km are recognizable
in the summer season, the opposite is shown for the winter months. Additionally,
there is a strong negative peak with more than —1 K per decade at 26 km for the
autumn months that can not be identified for other seasons. The reason for this
feature is not clear and possibly due to the variability indices being created for
tropical and high latitude regions. This is a topic of further investigation.

In summary, these results show that the seasonal trends derived from regression
using vertically resolved variability indices are similar in the troposphere and vary in
the upper stratosphere, mainly near the Arctic region. The trends stay the same
after the variability indices are applied to the regression, only the intensity is reduced
in most cases. This is an indication of strong influences from natural variability in
form of SSW events which have a massive affect on the seasonal trends.

5.2.4. Trend in geopotential height

Figure 5.19 presents the difference trend of geopotential height on pressure levels for
RO zonal mean (top, left) and Atlantic (10° W to 60° W) (bottom, left) data sets.
The corresponding explaining variability breakdown can be found in the panels on
the right side. Applying a vertically resolved atmospheric variability index reduces
the uncertainties in certain layers substantially. While indices that account only for
tropical variability phenomenons give a small reduction in the confidence interval
(green), using an additional index accounting for the polar variability tightens the
confidence interval strongly (orange).
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5.2. Vertically resolved trends
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Figure 5.16.: Seasonal temperature trends in the northern hemisphere for RO data on 20°
latitude bands. Top 4 panels: Simple linear trend for winter (DJF), spring (MAM), summer
(JJA) and autumn (SON) RO. Bottom 4 panels: The same seasonal anomaly data as above
have been regressed onto vertically resolved atmospheric variability indices accounting for
tropical (QBO and ENSO, 0° to 45°) and polar (SSW, 45° to 90°) variability. Trends, which
are significant at the 95 % level, are marked with black dots.
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Figure 5.17.: Left: Seasonal temperature trends for the tropics (30° S to 30° N). Right:
Seasonal temperature trends for the Arctic region (60° N to 85° N). The trends for the winter
seasons can be found on the 2 top panels while the trends for the summer season are visible
on the 2 bottom panels. The green and red lines depict the simple linear trend. The orange
and blue line depict the trend based on multiple linear regression with vertically resolved
atmospheric variability indices.
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Figure 5.18.: Left: Seasonal temperature trends for the tropics (30° S to 30° N). Right:
Seasonal temperature trends for the Arctic region (60° N to 85° N). The trends for the spring
seasons can be found on the 2 top panels while the trends for the autumn season are visible
on the 2 bottom panels. The green and red lines depict the simple linear trend. The orange
and blue line depict the trend based on multiple linear regression with vertically resolved
atmospheric variability indices.
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Figure 5.19.: (a) Trend of global geopotential height difference between the tropics (30° S
to 30° N) and the Arctic region (60° N to 85° N) for RO data. Left: The blue line depicts
the simple linear trend of sampling error corrected anomaly data. The anomaly data was
regressed onto a vertically resolved atmospheric variability pressure index accounting for
tropical QBO and ENSO (green line) and a polar variability index accounting for SSW events
(orange line). (b) Same as (a) but for Atlantic (10° W to 60° W) region. Note that the
anomalies are relative to the time period between December 2001 to February 2017. Right:
Different variability indices in form of PCs explaining the respective variance.
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5.2. Vertically resolved trends

The data show a positive trend in the geopotential height difference between the
tropical (30° S to 30° N) and Arctic region (60° N to 85° N) regions. While ECMWF
data present a near to zero trend in the troposphere Fig. A.7(a), a small positive
trend of 10 m per decade to 20m per decade is identified in RO data Fig. 5.19(a).
Above 200 hPa the trend increases with height, similar in RO and ECMWEF. In the
stratosphere, the RO trend is a little bit weaker. Above 40 hPa, it gets more positive
after applying both indices to the regression, resulting in a maximum trend of more
than 45 m per decade. The ECMWF data show a maximum trend of about 60 m per
decade at 20 hPa.

The confidence interval is stronger reduced after applying both variability indices
to the regression. An explanation for these results may be found by separately
analyzing tropical and Arctic geopotential height trends (Fig. 5.20 and Fig. A.8). In
the tropics, there is a significant trend visible in geopotential height for RO data as
well as for the ECMWFEF data. The trend is always positive between 10 m and 30 m
per decade. The confidence interval is heavily reduced by accounting for tropical
variability indices in the regression.

For the Arctic trend visible in Fig. 5.20 the confidence interval gets wider above
200 hPa when using a simple linear regression. By accounting for polar variability
in the regression, the confidence interval is reduced heavily, especially after 200 hPa.
The trend is positive in the troposphere with around 5m per decade and negative in
the stratosphere with —5m per decade.

In the Atlantic region a continuous positive tendency between 1000 hPa and 10 hPa
is found for both data sets. While the positive trend in the troposphere does not
change for the RO data (Fig. 5.19(b)), the positive tendency increases per altitudes
for ECMWF (Fig. A.7(b)). The variance between the RO and ECMWF difference
trend is small. Same as before, the trends get more pronounced when accounting
for variability in the regression. The variability breakdown represents mainly polar
variation to explain most variance, with an additional PC3 that may be connected
to a “warming hole” in this area.

While the tropical trend in the Atlantic region (Fig. 5.20(d)) is similar to the zonal
mean trend (Fig. 5.20(b)), the Arctic trend varies more in the troposphere. The Arctic
geopotential height trend is slightly positive in the zonal mean (Fig. 5.20(a)), but
slightly negative in the North Atlantic region (Fig. 5.20(c)). Note that geopotential
height trends are largely consistent with temperature trends, i.e. warming corresponds
with an increasing geopotential height while cooling decreases geopotential height
of constant pressure surfaces. In the stratosphere the trend becomes more negative
when the polar variability indices are applied to the regression.

It should also be noted that the RO data that are used for this calculations are
not SE corrected.
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Figure 5.20.: Trend in zonal mean geopotential height for (a) the Arctic region (60° N to
85° N) and (b) the tropical region (30° S to 30° S) RO data. The tropical anomaly data
have been regressed onto a vertically resolved atmospheric variability index accounting for
tropical QBO and ENSO, while the Arctic data have been regressed on a variability index
accounting for polar SSW events. (c) and (d) are same as (a) and (b) but for the Atlantic
region (10° W to 60° W) only. Note that the anomalies are relative to the time period from
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5.3. Two examples of storm tracking with Radio Occultation

5.3. Two examples of storm tracking with Radio Occultation

As explained in Sect.2.3, the Equator-to-pole gradient structure is expected to
influence the genesis of mid-latitude cyclones. To analyze potential changes in these
storm tracks, a precise determination of their locations is required. In this section I
use two exemplary storm cases to show how the storm tracks can be analyzed using
available RO data and discuss the shortcomings of the present RO event distribution
in this context.

5.3.1. Extra-tropical cyclone Klaus

The winter storm Klaus shown in Fig. 5.21 and Fig. 5.22 was considered the most
damaging wind storm that affected northern Iberia and southern France since the
devastating storm Martin in December 1999 (Liberato et al. 2011; Ulbrich et al.
2013). The storms lowest Mean Sea Level Pressure (MSLP) with 965 hPa occurred
between 0000 UTC 23 January and 0000 UTC 25 January 2009.

Analyzing the geopotential height anomalies at 850 hPa for the daily RO and
ECMWFEF data in Fig. 5.21, its not possible to identify the storm. A possible
explanation for this might be that the resolution in time and space is to low. The
cyclone simply moved too fast with gust of winds stronger than 216 kmh~! and
so the geopotential height anomaly for one day is too blurred. However, what can
be identified is a low-pressure system over Iceland. This so-called Iceland low is
clearly resolved for for the ECMWEF data on the 23 January 2009, but can also be
determined in the RO data set on the same day.

Similar resolution problems occurred when the geopotential height was investigated
on a 293 K isentropic surface in Fig. 5.22 after Papritz and Spengler (2015). It is
not possible to identify any storms. There are also strong differences between RO
and ECMWF data. While the RO data set did not change this much between day 1
and day 2, with only a minor variation at the southern storm path, there is huge
variability in the ECMWEF data. A strong variation at the northern area of the
cyclone track can be seen additionally. In all 4 plots the storm path is located at
around 2600 m geopotential height.

Increasing the time resolution to six-hourly data intervals (Fig. C.1, Fig. C.2,
Fig. C.5, Fig. C.8) shows far better results but as the grid resolution with 2.5°x2.5°
is still five times lower than in Papritz and Spengler (2015), the storm is not this well
resolved. Nevertheless, it is possible to identify a decrease of geopotential height at
850 hPa in Fig. C.1 and Fig. C.2 of up to 300 m difference to normal conditions for
this month. This means that there is a low pressure system moving along the track.

The biggest challenge here is to separate the cyclone from other low pressure fields
without knowing the storm path before. This is particularly demanding for the case
of storm Klaus shown in Fig. C.5 and Fig. C.8 for the six-hourly data on a 293 K
isentropic surface. Storm Klaus only travels onto a small geopotential height range
between 1800 m and 2800 m and moves within this geopotential “wave®.
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Figure 5.21.: Geopotential height anomalies at 850 hPa for RO (right) and ECMWF data
(left). Difference between the daily data and the monthly climatological average geopotential
height for January from 2006 to 2016. The blue line indicates the surface track of the cyclone
Klaus for the time period between 0000 UTC 23 January 2009 (top) and 18 UTC 24 January
2009 (bottom). The position of the storm center in six-hourly intervals is marked with a red
dot. Green dots indicate the storm path (Coordinates taken from Liberato et al. (2011)).

5.3.2. Tropical cyclone Haiyan

Typhoon Haiyan, known as Super Typhoon Yolanda in the Philippines, shown in
Fig. 5.23 and Fig. 5.24 moved much closer to the Equator than winter storm Klaus.
This Category 5 (after the Saffir—-Simpson hurricane wind scale) cyclone had winds
with more than 310kmh~!, but the system itself did not travel this fast, so it
can be well identified in Fig. 5.23 for RO and ECMWF data. The geopotential
height anomalies at 850 hPa between the daily data and the November climatological
average from 2006 to 2016 reveal differences up to 100m. For the ECMWF data
sets the low geopotential height system moves exactly along the storm path and
increases from 06 November 2013 to 08 November 2013 by nearly 50 m. For six-hourly
intervals (Fig. C.3 and Fig. C.4), the typhoon can be detected even better. While the
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Figure 5.22.: Geopotential height at 293 K isentropic surface for RO (right) and ECMWF
data (left). Isobars at 3km are visible as black lines on the right figures. The storm path is
the same as in Fig. 5.21.

ECMWF shows good results, the RO data in Fig. 5.23 (left) presents large negative
geopotential height anomalies near the cyclone path, so the storm can be detected,
but it is not as accurate as with the ECMWF data. The storm location can not be
exactly determined as the RO daily data are calculated through a five day average
weighting (see Sect. 3.1).

In contrast to the 850 hPa difference, the RO data set gives better information at
the 304 K potential temperature surface than the ECMWF data (Fig. 5.24). While
there is a low geopotential height system between 900 m and 1100 m north of the
cyclone path in RO data, it is hard to identify in ECMWF data where only the
isobaric lines denote the cyclone track. Even the six-hourly intervals (Fig. C.7,
Fig. C.7) does not give a consistent picture.

Overall, the results show that RO data can be used only for analyzing large slow
moving storm systems with current available resolution at isentropic surfaces. For
smaller faster moving storm systems the current resolution is to low.
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Figure 5.23.: Geopotential height anomalies at 850 hPa for RO data (right) and ECMWF
data (left). Difference between the daily data and the monthly average geopotential height
for November from 2006 to 2016. The blue line indicates the surface track of the typhoon
Haiyan for the time period between 06 November 2013 (top) and 08 November 2013 (bottom).
The position of the storm in six-hourly intervals is marked with a red dot. The green
dots indicate the storm path (retrieved from the hurricane and tropical cyclones archive
www.wunderground.com /hurricane/hurrarchive.asp, last visit on Sep 21, 2018).

64



5.3. Two examples of storm tracking with Radio Occultation
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Figure 5.24.: Geopotential height at a 304 K isentropic surface for RO data (right) and
ECMWF data (left). Isobars at 3km are shown as black lines in the right panels. The storm
track is the same as in Fig. 5.23.
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6. Summary and conclusion

The goal of the present research was to investigate polar amplification and related
changes in storm tracks in the period from 2002 to 2017. Through analyzing Radio
Occultation (RO) observations it is possible to verify the Arctic amplification trend
and its influence on the Equator-to-pole temperature difference at a high vertical
resolution. Multiple regression analyses revealed a positive temperature trend in the
polar troposphere and a cooling trend in the polar lower stratosphere (Fig. 5.10(a)).
These results may be explained by the fact that the melting of sea ice causes less
radiation to be reflected at the Earth’s surface. Instead it is absorbed by the water
there, warming the troposphere after the heat is released later. RO observations
and analyses of European Centre for Medium-Range Weather Forecasts (ECMWF)
and ERA-Interim (ERAI) data sets showed a similar temperature increase in the
troposphere.

The tropical area has a higher tropopause altitude and therefore the positive
temperature trend extends nearly up to 18 km (Fig. 5.10(b)). Above a slight cooling
is found in the tropical stratosphere. Changes in this region may be responses to a
carbon dioxide increase in the atmosphere as well as warming at the surface. The
surface warming strengthens the vertical stratospheric circulation, redistributing
ozone, which leads to cooling of the lower stratosphere (Lin et al. 2017).

Analyzing the Equator-to-pole temperature difference (Fig. 5.7) showed a negative
trend in the troposphere, i.e. the difference between both zonal bands gets smaller,
and a positive trend in the lower stratosphere where the differences get larger. These
results are in accordance with previous studies demonstrating that polar amplification
has weakened the temperature gradient near the surface, while the temperature
difference at higher altitudes has strengthened (O’Gorman 2010; Harvey et al. 2014).

In contrast to the global findings, however, the Atlantic region between 10° W
and 60° W revealed a different picture of the polar troposphere with a cooling trend
up to 18km (Fig. 5.14(a)). Note that the RO and ECMWEF analyses showed less
cooling than ERAI below 8 km. The discrepancy between the zonal mean and the
Atlantic trend may exist due to the strong influence of the Greenland area in the
Atlantic region (Fig. 5.14(c)). A decline in Arctic sea ice exposes the ocean to
anomalous surface heat and freshwater flows, leading to positive buoyancy anomalies
that weakens the Atlantic Meridional Overturning Circulation (AMOC) and its
poleward heat transport. The resulting “warming hole” over south Greenland can
be recognized as a negative temperature trend (Stroeve et al. 2014; Rahmstorf et al.
2015; Sévellec et al. 2017). These outcomes also reflect those of AMAP (2017) who
found a downward trend in sea ice thickness and extent, land ice volume, and spring
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snow cover extent and duration. A consequence of these results is the fact that the
rest of the polar region has been warming even more for the investigated time period.

In the tropical Atlantic, the temperature trend (Fig. 5.14(b)) is the same as globally
(Fig. 5.10(b)) due to the high percentage of stable ocean water in both regions.

Analyzing the temperature difference between the tropics and the Arctic region
in the Atlantic (Fig. 5.11) revealed a positive trend in the troposphere and lower
stratosphere, i.e. differences get larger. Arctic RO temperature difference trends are
smaller between 3km and 8 km in comparison to the other data sets.

Analyzing the latitudinally resolved trend (Fig.5.15) revealed a warming of the
troposphere in all latitudes (90 % significance) and a cooling in the lower stratosphere.
A warming is found in the mid-stratosphere at mid- and high latitudes.

Seasonal data in Fig. 5.16 (bottom), Fig. 5.17 and Fig. 5.18 revealed only small
differences in seasonal trends, except in the mid-stratosphere. No distinct differences
between trends in the winter and summer seasons were found in the investigated
period 2002-2017 from observations. Findings based on models (Barnes and Screen
2015) showing stronger changes in Arctic trends in winter than in summer could not
be confirmed with the short observational data set.

Nearly all natural signals were detected and removed from the trend by using
vertically resolved atmospheric variability indices after Wilhelmsen et al. (2018).
According to these data, it can be inferred that polar phenomenons that are connected
to the polar vortex have massive effects on the trends’ uncertainties either on a global
scale or when analyzing only the Atlantic region. The strongest impact is due to
Sudden Stratospheric Warming (SSW) events visible in Fig. 5.4 and Fig. 5.6. These
events do not only effect the stratosphere, but also influence the lower mesosphere
due to enhanced mesospheric ionization with an amplified NOx influx from the
thermosphere (Fig. 5.1) (Shepherd 2014; Feng et al. 2017).

Investigations of geopotential height trends revealed an increase in geopotential
height difference between the tropics and the Arctic region among all pressure levels.
In the Atlantic region, trends showed the same tendency. When analyzing the tropical
and Arctic geopotential height trends separately, the results aligned well with the
recent temperature trends, showing similar tendencies and further support the idea
of Arctic amplification.

RO delivers excellent information on temperature trends and changes in the Arctic
region are clearly visible, however it is very challenging to identify storms and
their associated paths. I investigated two prominent storm cases with different
characteristics.

The winter storm Klaus was one of the most intense cyclones in the 21st century
causing widespread damage across France and Spain. As the storm moved very fast
and was small in extent, it could not be discovered in RO or ECMWF daily data
(Fig. 5.21, Fig. 5.22). By increasing the time resolution to 6 h intervals, cyclone
evolution and pathing can be observed far better, but the storm is still not well
resolved in ECMWF analyses (Fig. C.1, Fig. C.2). Overall it was difficult to separate
the cyclone from other low pressure fields without pre-information on the storm path.
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Nevertheless, it was possible to identify larger and slower moving storms with
the available RO data. The tropical typhoon Haiyan that devastated portions of
Southeast Asia in 2013 traveled much slower than Klaus. It could be identified in
geopotential height anomalies at constant pressure (Fig. 5.23) for RO observations
and ECMWF analyses, where the latter data showed a better identification of the
cyclone area. Surprisingly, tracking the cyclone at isentropic surfaces (304 K) showed
that identification of the cyclone with RO is superior to ECMWF (Fig. 5.24). Future
studies on this topic should focus more on large slow moving cyclones or work with
a higher time resolution.

It remains an open question whether Arctic amplification influences storm tracks
or not. Although storm track changes in the 21st century were not investigated in
this research, previous studies predict a variation in cyclone locations (Catto et al.
2011; Woollings et al. 2012; Harvey et al. 2014). There is a high propability that
in a warmer climate we will see a stronger shift in storm tracks and more extreme
weather events happening along its way (Ulbrich et al. 2009; Zappa et al. 2013; IPCC
2018).
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Acronyms

FORMOSAT-3 Formosa Satellite mission-3.

TerraSAR-X Terra: the Earth; SAR: Synthetic Aperture Radar; X: X-band radar
(wavelength).

AMOC Atlantic Meridional Overturning Circulation.

AO Arctic Oscillation.

AR Autoregressive process.

AR4 Fourth Assessment Report.

CHAMP Challenging Mini-Satellite Payload.

CMIP3 Coupled Model Intercomparison Project 3.

COSMIC Constellation Observing System for Meteorology, Ionosphere, and Climate.
ECMWEF European Centre for Medium-Range Weather Forecasts.

ENSO El Nifio—Southern Oscillation.

EOF Empirical Orthogonal Functions.

ERAI ERA-Interim.

F3C FORMOSAT-3/COSMIC.

GLS Generalized Least Squares.

GLSAR Generalized Least Squares Autoregressive process.

GNSS Global Navigation Satellite System.

GPS Global Positioning System.

GRACE Gravity Recovery and Climate Experiment.

GRAS Global Navigation Satellite Systems Receiver for Atmospheric Sounding.
IFS Integrated Forecasting System.

IMILAST Intercomparison of Mid-Latitude Storm Diagnostics.
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IPCC Intergovernmental Panel on Climate Change.

IR Infrared.

ITCZ Inter-Tropical Convergence Zone.

LEO Low Earth Orbit.

MetOp Meteorological Operational [satellite series].

MSL Mean Sea Level.

MSLP Mean Sea Level Pressure.

NAO North Atlantic Oscillation.

NASA National Aeronautics and Space Administration.
NOAA National Oceanic and Atmospheric Administration.
OLS Ordinary Least Squares.

OPSv5.6 Occultation Processing System version 5.6.

PC Principal Component.

QBO Quasi-Biennial Oscillation.

RAOB Radiosonde Observation.

RO Radio Occultation.

RV Residual Variance.

SAC-C Satélite de Aplicaciones Cientificas/Scientific Applications Satellite C.
SE Sampling Error.

SLP Sea Level Pressure.

SST Sea Surface Temperature.

SSW Sudden Stratospheric Warming.

TP Tangent Point.

UCAR University Corporation for Atmospheric Research.
UG University of Graz.

UTC Universal Time Coordinated.

UV Ultraviolet.

WEGC Wegener Center for Climate and Global Change [University of Graz|.
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A. Temperature anomaly differences for ECMWF and ERAI

(a) Temp. diff. betw. tropics minus Arctic region for global ECMWF anomaly data
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Figure A.1.: (a) Temperature difference between the tropics (30° S to 30° N) minus the
Arctic (60° N to 85° N) based on ECMWF temperature anomaly fields. (b) Same data used
as in (a), trend plotted for specific heights. The black lines indicate SSW events.

(a) Temp. diff. betw. tropics minus Arctic region for global ERAI anomaly data
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Figure A.2.: Same as Fig.A.1, but for the ERAI data set
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(a) Temp. diff. betw. tropics minus Arctic region for global ECMWF anomaly data
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Figure A.3.: Same as Fig. A.1, but regressed onto a vertically resolved atmospheric variability
index after Wilhelmsen et al. (2018) accounting for tropical QBO/ENSO and polar SSW

events.
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Figure A.4.: Same as Fig.A.3, but for the ERAI data set.
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The data is regressed onto a vertically resolved atmospheric variability index accounting for
tropical QBO/ENSO and polar SSW events. For (c¢) and (d) the same data as in (a) and (b)
are used and the temporal evolution was plotted for specific heights only. The black lines
represent Sudden Stratospheric Warming events for the same time period.
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Figure A.7.: Same as 5.19 but for ECMWF data.
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Figure B.1.: Measurement points for the Arctic (a) and the tropical region (b) between
2002 and 2017 from the surface to 5 km height. In color all points with less than 1000 counts,
the white area contains more than 1000 counts.
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30 Sampling error correction trend for Arctic and tropics
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Figure B.2.: Tropical (30° S to 30° N) (orange) and Arctic (60° N to 85° N) (blue) Sampling
Error (SE) trends for RO temperature data.

Before the RO data is regressed, the SE is corrected. In Fig. B.2 the SE correction
trend for the tropics (30° S to 30° N) and the Arctic region (60° N to 85° N) is shown.

For the tropics, the SE correction is generally very small (< 0.01 K/decade). At
higher latitudes, the atmospheric variability increases, resulting in a strong negative
SE correction trend up to 0.8 K/decade in the lower stratosphere (Fig. B.2). Due
to this correction, the Arctic temperature trend becomes more positive in the lower
stratosphere while the tropical trend is not influenced.

As visible in Fig. B.3, strong SE corrections in the northern hemisphere are mostly
needed between 62.5° N and 82.5° N above 20km. With more climate satellite
mission launched, the SE correction gets reduced. When analyzing the SE for each
month separately (Fig. B.4 to Fig. B.18), a stronger SE correction at higher latitudes
in the winter months is visible, especially during SSW events.
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Figure B.3.: Sampling error for the RO temperature anomaly data on the northern hemi-
sphere for different latitude bands
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Figure B.5.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2003
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Figure B.6.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2004
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Figure B.7.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2005
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Figure B.8.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2006
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Figure B.9.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2007
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Figure B.10.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2008
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Figure B.11.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2009
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Figure B.12.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2010
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Figure B.13.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2011
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Figure B.14.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2012
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Figure B.15.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2013
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Figure B.16.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2014
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Figure B.17.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2015
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Figure B.18.: Sampling Error for the RO temperature anomaly data on the northern
hemisphere for all months in 2016
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C. Storm tracks in ECMWF analyses in 6-hourly resolution

Geop. height anomalies at 850hPa for ECMWF Data on 2009-01-23-T00 Geop. height anomalies at 850hPa for ECMWF Data on 2009-01-23-T06
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Figure C.1.: Geopotential height anomalies at 850 hPa for ECMWEF data. Difference
between the six-hourly interval data and the monthly average geopotential height for all
January months from 2006 to 2016. The blue line indicates the surface track of Storm Klaus
for the time period between 0000UTC 23 January 2009 and 18UTC 24 January 2009. The
position of the storm is marked with a filled red circle (Coordinates taken from Liberato
et al. (2011)).
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Geop. height anomalies at 850hPa for ECMWF Data on 2009-01-24-T00 Geop. height anomalies at 850hPa for ECMWF Data on 2009-01-24-T06
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Figure C.2.: Same as Fig. C.1, but for the following day.
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C. Storm tracks in ECMWF analyses in 6-hourly resolution

Geop. height anomalies at 850hPa for ECMWF Data on 2013-11-06-T00 Geop. height anomalies at 850hPa for ECMWF Data on 2013-11-06-T06
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Figure C.3.: Geopotential height anomaly at 850 hPa for ECMWF data. Difference between
the six-hourly interval data and the monthly average geopotential height for all November
months from 2006 to 2016. The blue line indicates the surface track of Storm Haiyan for the
time period between 0000UTC 06 November 2013 and 1800UTC 08 November 2013. The
position of the storm is marked with a filled red circle.(retrieved from the hurricane and
tropical cyclones archive www.wunderground.com/hurricane/hurrarchive.asp, last visit on Sep
21, 2018).
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Geop. height anomalies at 850hPa for ECMWF Data on 2013-11-07-T18
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Figure C.4.: Same as for Fig. C.3, but for the following day.
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C. Storm tracks in ECMWF analyses in 6-hourly resolution

Geopotential Height at 293 K for ECMWF data on 2009-01-23-T00
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Figure C.5.: Geopotential height at a 293 K isentropic surface, six-hourly interval ECMWF
data used. The blue line indicates the surface track of Storm Klaus for the time period
between 0000UTC 23 January 2009 and 18UTC 24 January 2009. The position of the storm
is marked with red dots. The green dots indicate the storm path (Coordinates taken from

Liberato et al. (2011)).
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but for the following day

125



C. Storm tracks in ECMWF analyses in 6-hourly resolution

Geopotential Height at 304 K for ECMWF data on 2013-11-06-T00 Geopotential Height at 304 K for ECMWF data on 2013-11-06-T06
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Figure C.7.: Geopotential height at a 304 K isentropic surface for ECMWF data. The blue
line indicates the surface track of the typhoon Haiyan for the time period between 0000UTC
06 November 2013 and 1800UTC 08 November 2013 (bottom). The position of the storm is
marked withred dots. The green dots indicates the storm path (retrieved from the hurricane
and tropical cyclones archive www.wunderground.com/hurricane/hurrarchive.asp, last visit on
Sep 21, 2018).
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Geopotential Height at 304 K for ECMWF data on 2013-11-07-T12 Geopotential Height at 304 K for ECMWF data on 2013-11-07-T18
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Figure C.8.: Same as Fig. C.7, but for the following day.
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Abstract:

Temperature changes in the Arctic region are crucial for the Earth’s climate system. They
affect the temperature gradient between the Equator and the Arctic region and subsequently
influence the cyclone paths in the middle latitudes. This has a strong impact on the weather
conditions in Europe and North America and could lead to more extreme weather events
across the northern hemisphere.

To investigate these temperature changes and their consequences, Equator-to-pole
temperature gradients as well as temperature differences and trends between the tropical
area and the Arctic region are evaluated. In addition, two exemplary storm cases are
explored. All results are based on atmospheric profiles from GPS Radio Occultation
observations from 2001 to 2017. Atmospheric analyses and reanalyses are used for
comparison. The high vertical resolution of the RO data offers a great advantage, as it allows
the representation of vertical resolved trends from the troposphere up to the mid
stratosphere. In the lower troposphere, the temperature difference between the tropics and
the Arctic decreases up to —0.5 K per decade, while it increases above by up to 1 K per
decade near 12 km altitude. In the lower stratosphere the temperature difference decreases
up to -0.4 K per decade at about 25 km.

With the current RO satellite constellations, it is found challenging to detect storm paths of
small, fast moving storm systems. However, for large storm systems requiring less spatial-
temporal resolution, the precise vertical geolocation with RO can provide additional
information on the storm track on isentropic surfaces.

Zum Inhalt:

Temperaturdnderungen in der Arktis sind fur das Klimasystem der Erde von entscheidender
Bedeutung. Sie beeinflussen den Temperaturunterschied zwischen der Arktis und dem
Aquator und haben in weiterer Folge auch einen Einfluss auf die Stiirme in mittleren Breiten.
Eine Veranderung der Sturmbahnen wiederum kann Auswirkungen auf das Klima in Europa
und Nordamerika haben und zu Wetterextremen in der Nordhemisphére fiihren.

Um diese Temperaturdnderungen und ihre Folgen besser beurteilen zu kdnnen, werden
sowohl Temperaturgradienten vom Aquator zu den Polen als auch die
Temperaturunterschiede und Trends zwischen der tropischen und der arktischen Region
genauer untersucht. Weiters werden zwei Sturmereignisse explizit betrachtet. Alle
Ergebnisse basieren auf atmosphéarischen Profilen von GPS Radio
Okkultationsbeobachtungen zwischen 2001 und 2017. Zum Vergleich werden
atmospharische Analysen und Reanalysen verwendet. Die hohe vertikale Auflosung der
Radio Okkultationsdaten ist von grol3em Vorteil, da sie die Darstellung vertikal aufgeloster
Trends von der Troposphére bis zur mittleren Stratosphare ermdglicht. In der unteren
Troposphare nimmt der Temperaturunterschied zwischen den Tropen und der Arktis um bis
zu —0.5 K pro Dekade ab, wahrend er in der Nahe von 12 km bis zu 1 K pro Dekade ansteigt.
In der unteren Stratosphéare bei etwa 25 km H6he nimmt die Temperaturdifferenz mit
ungefahr —0.4 K pro Dekade ab.

Mit den derzeitigen RO-Satellitenkonstellationen ist es schwierig, Sturmbahnen von kleinen,
sich schnell bewegenden Sturmsystemen zu erkennen. Bei grof3en Sturmsystemen, die eine
geringere zeitliche und raumliche Auflésung erfordern, kann die genaue vertikale
Geolokalisierung mit RO zuséatzliche Informationen Uber den Sturmverlauf auf isentropischen
Oberflachen liefern.
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