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Introduction

Earth observation via space-based remote sensing has a history dating back to the TIROS
(Television Infrared Observation Satellite) Program of the early 1960’s starting with the
launch of TIROS-1 on April 1, 1960, which had an operational period of only 78 days.
Since that time satellite-based meteorology was improved by, e. g., the first determinations
of atmospheric humidity and temperature profiles carried out by the NIMBUS satellite se-
ries in the early 1970’s which also started to perform ozone measurements. In the last two
decades, further improvements have been made on the horizontal sampling and accuracy
of retrievals particularly with instruments such as the High Resolution Infrared Sounder
(HIRS), as well as on the vertical resolution of the data by the Atmospheric Infrared
Sounder (AIRS) on-board of the AQUA Satellite. Today’s global system of meteorologi-
cal satellite observations include geosynchronous spacecrafts flying at an altitude of about
36000 km and polar-orbiting satellites in low earth orbits of about 800 km.

The Infrared Atmospheric Sounding Interferometer (IASI), which will be part of the
core payload of the METOP series of polar orbiting operational meteorological satellites
currently prepared for EUMETSAT (first satellite to be launched in 2005), will provide
a further significant improvement of vertical resolution of temperature and humidity pro-
files compared to existing operational satellites via a very high spectral resolution. Fur-
thermore it will deliver ozone profiles and surface skin temperature as well as cloud pa-
rameters and column amounts of nitrous oxide (N,O), methane (CH,), and carbon monox-
ide (CO).

IASI is a Michelson type Fourier transform interferometer, which samples a part of
the infrared (IR) spectrum contiguously from 645 cm™~! to 2760 cm™*! (15.5 ym — 3.6 4m)
with an unapodized spectral resolution of about 0.5 cm™*. The acquisition of information
about the surface and the atmosphere is based on detection, recording, and analysis of
electromagnetic (EM) radiation emitted by the earth mainly in the infrared range of the
EM spectrum. The characteristics of the modification of radiation when passing through
the atmosphere depends on the amount and properties of the atmospheric constituents.
Therefore the information about the state of the atmosphere stored in the detected radia-
tion may be retrieved from the measured spectrum.

Temperature profiles are obtained from observations in the absorption bands of carbon
dioxide (COs), which is a relatively abundant trace gas of known and uniform distribu-
tion. Other atmospheric constituents absorbing in the thermal IR are H,O (water vapor
and temperature sounding), ozone (O3 — ozone profiling), NoO, CH,4, and CO (trace gas
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column amounts). The atmospheric window regions, where attenuation is minimal, are
used to obtain surface and cloud properties. With the opportunity of a very high spectral
resolution at several wavelengths, the possibility of observing different layers can be es-
tablished by taking into account that radiances measured in the center of an absorption
band arise from the upper atmospheric layers, while measurements at the wings of a band
will sense deeper into the atmosphere.

The physical relation between the radiance observed at the satellite and the current
state of the atmosphere is described via the theory of radiative transfer, which exhibits the
radiance measured at the top of the atmosphere (TOA) as a sum of an emission term from
the surface and of weighted Planck intensities emitted from every atmospheric layer. The
weighting functions are related to the transmittances which depend, on their part, on the
absorption coefficient and the density of the relevant absorbing gas whereas the Planck
intensities describe the spectral radiance emitted by a blackbody.

Since the TASI instrument measures infrared radiation in more than 8000 channels,
efficient retrieval algorithms have to be developed to fully exploit the potential of the in-
strument. Such retrieval algorithms rely on two processes. The first is the construction
of exact and efficient forward models which calculate the radiances measured at the TOA
corresponding to a certain state of the atmosphere (in the current study this will be done
by the fast transmittance model RTIASI [Matricardi and Saunders (1999)]). On the other
hand we have to develop inversion algorithms, also termed inverse models, to estimate the
state of the atmosphere from the measured radiances. To this end, a physical-statistical
approach has been utilized, incorporating the underlying physics and modeling the un-
certainties in the measurements as well as in the prior knowledge of the state. Preceding
this inversion, we implemented a channel selection scheme to reduce the number of IASI
channels used, for removing redundant information for performance and computational
reasons.

One of the primary objectives of the IASI instrument, according to the IASI science
plan [Camy-Peyret and Eyre (1998)], is the improvement of the vertical resolution of tem-
perature and water vapor profiles to about 1 km in the middle and lower troposphere as
well as improving the retrieval accuracy to within 1 K in temperature and ~10% in spe-
cific humidity. The scientific motivation of this is based on the key role of water vapor in
the upper troposphere and its effects on the global climate since only small changes in hu-
midity and its trends have serious implications on the amount of thermal energy escaping
to space [Schmetz et al. (1995), Spencer and Braswell (1997)]. Additionally, this level of
performance will greatly assist numerical weather prediction (NWP) in delivering accu-
rate and frequent temperature and humidity profiles for operational and research needs
and it will supply more accurate quantifications of the climate variability, particularly
contributing to our knowledge of the climate of the upper troposphere.

Chapter 1 of this study starts with an introduction on the radiative transfer including
absorption analysis of gases as well as the description of surface properties. Chapter 2
contains an overview of the METOP satellite and a comprehensive description of the fu-
ture instrument IASI on which the current work is focused. An overview on inversion
schemes as well as a detailed description of the optimal estimation retrieval methodology



is provided in chapter 3 whereas in chapter 4 the fast radiative transfer model RTIASI
is described. Chapter 5 starts the specific part of this report via introducing the setup of
the joint algorithm and the implementation of the channel selection schemes. In chapter
6 we carefully investigate the potential of IASI to provide accurate profiles of tempera-
ture and humidity, and sea surface temperature measurements, as well as improvements
in ozone profiling. We show and discuss several simulation experiments regarding theo-
retical retrieval accuracy and resolution, retrieval scheme characteristics, empirical error
estimates and the comparison of different channel selection setups. Furthermore, we show
the improvements of the joint algorithm introduced in chapter 5 compared to more spe-
cific retrieval setups. A summary and a collection of main conclusions closes this report.
Appendices A to C gather some useful background and reference information.






Chapter 1

Radiative Transfer in the
Earth-Atmosphere System

1.1 Introduction

The System Earth exchanges energy with space by means of radiative transfer (main part)
and particle transport. The radiation which is modified by various physical processes
(e. g. absorption, transmission, scattering, diffraction) while propagating through the at-
mosphere arranges the thermal equilibrium between earth and its environment. The quan-
titative description of the radiation field resulting from the interaction between massive
particles and massless ones (photons) is known as the theory of radiative transfer.

The particle exchange including processes like particle capturing by the magnetic
field, incoming cosmic radiation or particle loss through the magnetopause is negligible
for our purpose.

1.2 Basic Composition and Fluxes of the Atmosphere

The bulk atmosphere of our planet mainly consists of molecular nitrogen, Ny (~78% by
volume), molecular oxygen, Oy (~21% by volume), and the noble gas argon, Ar (~1%
by volume). Trace gases include water vapor (H,O), carbon dioxide (CO,), ozone (O3)
and others (for details see Table B.1). Although some of the atmospheric constituents are
of small amount and vary highly in space and time, such as water vapor, aerosols, clouds,
etc., they are extremely important for the radiative transfer.

The atmosphere can be categorized either by its thermal structure or by its physical-
chemical mixing behavior. The classification by mixing behavior is based on homoge-
neous mixing of the atmospheric constituents up to 100 km (homosphere) caused by tur-
bulent air motions (mostly large scale convections in the troposphere and small scale
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6 CHAPTER 1. RADIATIVE TRANSFER

eddies beyond that region) whereas above 100 km diffusion stratifies the constituents ac-
cording to their molecular and atomic mass, respectively (see Figure 1.1). In this region,
which is termed the heterosphere, the mean molecular mass decreases monotonically with
height.
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Figure 1.1: Vertical structure of the atmosphere with a typical temperature profile, pressure, and air density.
Additionally the names of the atmospheric layers are depicted (source: [Reuter et al. (1997)] — adapted).

Categorization by the thermal structure leads to a separation of the atmosphere into 4
different layers: the troposphere, the stratosphere, the mesosphere, and the thermosphere
(see Figure 1.1). Compared to the atmospheres of, e. g., Mars or Venus this is a rather
sophisticated structure. The reasons are different heating effects in the various layers
caused primarily by absorption of terrestrial radiation from the surface and by turbulent
heat transfer but also by solar radiation (see section 1.4).

Temperature decreases with height at an average lapse rate of 6.5 °C per kilometer
in the troposphere, which is dominated by convective motions. The stratosphere is dom-
inated by radiative processes. Absorption of ultraviolet radiation by ozone results in a
temperature increase in this layer. This can lead to a temperature value at the stratopause
which may exceed 0 °C (273.15 K). Convective motion and radiative processes prevail in
the mesosphere, where the temperature decreases again. In the thermosphere temperature
increases once more due to the absorption of extreme ultraviolet radiation by O, and O
(atomic oxygen).

Since sun and earth have different so called blackbody temperatures (a blackbody is
a perfect emitter and complete absorber of radiation at all wavelengths) they emit elec-
tromagnetic radiation in different spectral ranges. The radiation from the sun consists
roughly of 10% ultraviolet (0.01-0.4 pm), 45% visible (0.4-0.8 pm), and 45% infrared
(IR) radiation (bulk in 0.8-4 pm) with a maximum at 0.48 pm (~6000K) and is referred
to as shortwave (SW) radiation. The earth emits radiation in the IR in a range from about 3
to 100 pm with a peak intensity at about 10 gm which is termed longwave (LW) radiation.



1.2. BASIC COMPOSITION AND FLUXES OF THE ATMOSPHERE 7

The incident solar flux at the top of the atmosphere (TOA), Fs = 1372 W m™2, is
distributed across the earth which leads to a global-mean SW flux incident on the TOA of
Fs/4 = 343 W m™2, where the factor 4 represents the ratio of the surface area to the cross-
sectional area of the intercepted beam of SW radiation. Since there is a non-uniformly
distributed absorption of solar energy due to geometrical considerations, variations in
optical properties, and variations in the cloud coverage, we have to introduce another
quantity which is termed solar insolation. The solar insolation is defined as the SW flux
at the TOA averaged over a period of time (e. g., one day) as a function of the solar zenith
angle and of the length of the day.

Over long time scales the earth-atmosphere system is in thermal equilibrium — as a
consequence of that the absorbed solar fluxes have to be balanced by thermal infrared
fluxes emitted by the earth-atmosphere system. This balance and the energy fluxes be-
tween earth, atmosphere, and sun are illustrated in Figure 1.2.

The equilibrium in energy (globally and annually averaged) can be expressed by:

(1 — A)Fgnr? = dnrioTy, (1.1)

where A is the albedo of the earth which is the portion of incoming solar flux reflected
back to space, o is the Stefan-Boltzmann constant, and 7% is the blackbody tempera-
ture of the earth. The left hand side of Equation 1.1 represents the incident solar flux of
cross sectional area 772 and the right hand side represents the flux emitted by a spheri-
cal (47r?) earth-atmosphere system based on the Stefan-Boltzmann law (for details, see
e. g. [Salby (1996)]).

Inserting Fs = 1372 W m~2 and A = 0.3 in Equation 1.1 gives a surface tempera-
ture of the earth of about 255 K. However, the mean surface temperature of the earth is
about 288 K. The discrepancy between these two values can be explained by the so called
greenhouse effect, which is controlled by strong absorption of infrared radiation by at-
mospheric constituents like water vapor and clouds (H,O), carbon dioxide (CO;), ozone
(03), methane (CH,), nitrous oxide (N5O), aerosols, and chlorofluorocarbons (CFC’s).

The blackbody spectra of sun and earth are modified by various mechanisms caused
by atmospheric constituents. SW radiation is attenuated primarily by reflection (clouds,
aerosols), Rayleigh scattering (scattering by air molecules smaller than the wavelength)
and by absorption. Wavelengths smaller than 0.1 pm are absorbed by Ns, O, and by
atomic nitrogen (N) and oxygen (O) at altitudes above 100 km. Above ~50 km wave-
lengths shorter than 0.24 ym dissociate O, molecules into 2 O molecules. These oxy-
gen atoms recombine with molecular oxygen to form ozone (O3). Ozone absorbs ra-
diation between 0.2 and 0.3 pm above ~50 km which in turn results in the dissocia-
tion of O3 into molecular and atomic oxygen. Another ozone band can be found above
0.4 pm. These absorption lines are the primary source of temperature increase in the
stratosphere (~25 km). For a detailed view of the ozone cycles see, e. g., the fun-
damental papers of [Chapman (1930), Crutzen (1970)] or a summarizing description in
[Seinfeld and Pandis (1998)].
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Figure 1.2: Global mean energy budget [Wm 2] (source: [Salby (1996)]).

Absorption by (H,O) takes place in the near IR (0.6-3.0 um) as well as in several
narrow bands from about 0.9 to 2.1 ym. For wavelengths extending from 0.76 to 100 ym
most attenuation is by absorption, primarily caused by HoO, CO,, and Os. Supplementary
absorption bands in the IR arise from methane (CH,), nitrous oxide (N5O), and to a lesser
extent carbon monoxide (CO), sulfur dioxide (SOs), ammonia (NHs), and CFC’s. An
interesting point is that except for O3 virtually all the absorption occurs in the troposphere
where the absolute concentration of any atmospheric constituent is large.

The term used for gases absorbing in the IR is greenhouse gases according to the
effect that LW radiation is trapped in the lower atmosphere by repeated absorption an
re-emission — the greenhouse effect. Only in the so called atmospheric window at wave-
lengths of 8-12 pm the absorption is weak enough for infrared radiation to pass freely
through the atmosphere, except for some remaining continuum absorption, mainly by
water vapor.

1.3 The Radiative Transfer Equation

A radiation field is modified by various physical processes as it propagates through the
atmosphere. Emission depends on the composition and thermal structure, while absorp-
tion and scattering properties are defined by the dominant molecular opacity and cloud
structure (see section 1.2). The way how the radiation field interacts with the atmo-
sphere is described by the theory of radiative transfer. Various authors have dealt with this
theory, e. g. [Kourganoff (1952), Goody (1964), Goody and Yung (1989)], and originally
[Chandrasekhar (1950)], who approaches the subject from the point of view of mathe-
matical physics. The description of this section is mostly based on [Hanel et al. (1992)].
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1.3.1 General Radiative Transfer Equation

In this subsection we first will set up the needed geometry and then we will consider the
microscopic processes to derive an Equation for the total radiation field.

Figure 1.3: Scattering geometry. Radiation with incident direction (p, ¢) is scattered through the scattering
angle © into the outgoing direction (u', ¢') (after: [Hanel et al. (1992)] — modified).

Suppose we have a volume element dV containing Ny particles located at height z
and angles p1 = cos @ (6, zenith angle: 0 < 6 < 7 with zero as the zenith) and ¢ (az-
imuthal angle: 0 < ¢ < 27) above the surface (see Figure 1.3). We have also a specific
intensity (or spectral radiance) /,, defined as the rate at which radiant energy confined to a
solid angle and unit wavenumber interval crosses unit surface area normal to the direction
of incidence. Specifying the wavenumber by cm™! the unit of the specific radiance is
[W m~2 sr~! cm]. Another needed parameter is the phase function for single scattering
p(cos ©). It is defined by:

AE, (2.0, ¢) d’
m —p(COS @) (12)

47’
where E,(z, i, ¢) represents the fraction of energy per unit time incident on dV having
the direction (i, ¢) that is either absorbed or scattered in all directions and dE,(z, i/, ¢')
is the fraction of E), that is scattered into the direction (1, ¢') which is contained in the
solid angle w’. It describes the angular distribution of radiation scattered once through
the angle ©. Considering spherical trigonometry we find that the phase function is only a
function of (¢/, ¢'; p, ¢):

p(cos©) =p (', s 1, 0), (1.3)

and that it is symmetric in its solid angle directions:
P, &5, 0) = p (1, o34, &) -

For the derivation of the radiative transfer Equation we are dealing with a monochro-
matic photonic field and a volume element dV restricted to dimensions considerably
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smaller than the mean free path of an individual photon — 1. e. only single interactions
should be possible.

Let us construct now a convex closed surface, 4.5 around dV such that the volume
enclosed by 65 is large compared to dV but small otherwise (see Figure 1.3). Let dA and
dA’ be elements of 4.5 such that the direction from dA to dV' is (u, ¢) and the direction
from dV to dA’ is (¢/, ¢'). Further let dw and dw’, respectively, be the elements of solid
angle containing dA and dA’ as seen from dV and let do and da/ be the solid angles
containing dV as seen from dA and dA’, respectively. The considered photons have a
wavenumber range (v, v + dv) and have an extinction cross section in the range (x, x +
dx). In general the cross section y depends on the wavenumber and, if the targets are not
spherically symmetric, it depends on the direction as well.

If we now consider a beam of photons having the specifications defined above there
are (mainly) four kinds of interaction they can undergo:

1. Scattering out of the beam.
2. Absorption.
3. Scattering into the beam.

4. Emission.

The first two kinds of processes are resulting in a loss in the radiation field whereas
the last two processes are representing a gain. In the following we define losses and gains
of the specific intensity by the symbols §_ and ¢, respectively.

Scattering out of the beam

The amount of energy 0 E,(z, i1, ¢) in the wavenumber range (v, v 4+ dv) crossing dV in
a time dt, which has formerly been outside 0.5 and has also crossed d A, is:

OE, (2,11, 0) = 1, (2, p, )1 dA dov dv dt (1.4)

where 11 is the cosine of the angle between the direction (u, ¢) and dA (the roman bold
notation points out the vector). A certain fraction of this energy is scattered in dV" into
the solid angle dw'. Considering the Equations 1.2 and 1.3 this fraction is:

dOE,(z, 1, ¢")]
0B, (2, 1, ¢)

where P(x) is the probability that a photon incident on dV' is extinguished (absorbed
or scattered) by a particle of cross section y and p, (1, ¢'; 41, ¢) is the phase function
depending on Y. It is normalized to the so called albedo for single scattering, wy:

/

d
= PPy (1 95 1.6) 1= (1.5)

)
m

~ 1 I i ’oar. dw’
WO(X) = m/dEu(z7ﬂa¢) _/(; p(”a¢aﬂ7¢)g7 (16)
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which is defined as the ratio of radiant energy scattered in all directions to that extin-
guished (absorbed plus scattered). P(x) is defined as the ratio of the total available
effective extinction cross section of all particles in the cross section range (x, x + dx)
contained in dV to the geometrical cross section do of dV as seen in the direction (u, ¢)
which is given by: )
N(x)xdxdV

P(X) - dO' )
where N(x) is the number of particles per unit volume and unit cross section range cen-
tered at . Inserting Equation 1.7 and 1.4 in Equation 1.5 yields:

(1.7)

by N(x)xdxdV
A5, (2, )] = OV
. dw’
X 1, (z, p, @)1 dA doc dv dt py, (1, ¢'s 1, @) T (1.8)

This means we obtain a loss of intensity (i. e. energy) d [0_1, s(z, i1, ¢)] (the subscript
S means scattering) from the direction (x4, ¢) which in turn corresponds to the energy gain
0FE,(z, 1, ¢")] in the direction (1, ¢'). Comparing now Equation 1.4 (after differentiating
it) with Equation 1.8 we obtain:

N()xdxdV dw’

do ]V(ZJIU’J ¢)px (Ml7¢/;ua ¢) T (19)

dlo-1,s(z,pu,¢)] = e

Integrating Equation 1.9 gives the loss of the total intensity in the wavenumber range
(v, v + dv) and in the direction (1, ¢) by scattering in dV:

NodV oA dw’
5—11/75(27“7 ¢) = ; L/(Za,u7¢)/ / D(X)pr (M/7¢/;M7¢) —dX7 (110)

o o Jo dm
where N is the total number of particles per unit volume and D(x) is the normalized
distribution function of particle cross sections —i. e. N(x) = NoD(x). Implicit in the x
integration is the averaging over orientation for particles with a lack in spherical symme-

try.

Absorption

From the discussion above it follows, that the energy in the wavenumber range (v, v+ dv)
crossing d A in a time dt, which is absorbed by particles in the cross section range (x, x +
dx), is:

dOE, (2, 1, ®)] = Pa(x) (2, pt, @)1 dA dov dv dt, (1.11)

where P4 (x) is the probability of absorbing a photon in the treated wavenumber range:

1 — @] N ) xdxdV

Pa(x) = [1 —@o(x)] P(x) = -

(1.12)
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Thus, following the steps shown above, we obtain the total intensity in the wavenum-
ber range (v, v + dv) lost from the direction (u, ¢) by absorption in dV:

NodV °°
57[1/,.4(27 Ly (b) = ;O' L/(Za Ly (b) /0v [1 — (DO(X)] D(X)XdX (113)

Scattering into the beam

If we want to obtain the gain to the radiation field by scattering photons into the direction
of the beam (1, ¢), we only have to reverse the initial and the final states. Doing this
it can be shown that the gain of energy d [0 E,(z, i1, ¢)] in a time dt and in the direction
(11, @) contained in the solid angle dw, which has resulted from a scattering in the cross
section range (, x + dx) contained in dV, and which had the direction (1, ¢') and was
contained in the solid angle da’ before the scattering event, is:

N dxdV
d[éEV<Z7ILL7¢>] = (Xil%

X I,(z,p', ")y dA" do’ dv dt py (p, o5 1, ¢ ) 4— (1.14)

Here do’ is the geometrical cross section of dV" as seen in the direction (1, ¢'), do/ is the
solid angle spanned by do’ from the point of view of dA’, and 1} is the cosine of the angle
contained between the direction (', ¢’) and dA’.

The gain in intensity at dV in the direction (1, ¢) has to be given by:
A0, (2 1, )) = d [0, Is(2, 1, 8)] do dw dv dt, (1.15)

since d[0E,(z, i, ¢)] is just the energy in a time dt that crosses normal to the surface

element do at dV' and is contained in dw. The comparison of the Equations 1.14 and 1.15

yields:

N dxd L dA" do/
d [5-1—11/,5'(27 M, ¢)] - %L’Q% /J“/7 ¢,)px (M7 ¢a /J“/7 925,) %T

Denoting the distance between dV and dA by r we can see from simple geometric con-

siderations:

(1.16)

pydA = rdw’, do’ = r?do’.
This leads us to a simplification of Equation 1.16:
N () xdxdV W'

d[041,,5(2, 1, )] = Py (s o3 1, ¢') 1(2, /mb) (1.17)

do

Integrating Equation 1.17 over all solid angles w’ and all particle cross sections y
yields the total contribution to the intensity in the direction (u, ¢) by scattering from dV':

NOdV

5Lz 1 ) = //D Db .64 L ) . (1.18)
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Emission

The last contribution to the radiation field we take into account is the thermal emission
of photons from dV. Therefore we have to consider the surface .5 of Figure 1.3 to be
a perfectly insulating enclosure keeping the particles in dV/ at a constant temperature
T'. Since the radiation field in dV’ is in thermal equilibrium with its environment and is
isotropic the amount of energy in the wavenumber range (v, v + dv) emitted by particles
in the cross section range (', x + dy) into the direction (1, ¢) contained in the solid angle
dw, upon an instantaneous removal of the enclosure, is given by (c. f. Equations 1.11 and
1.12):

d[6E,(z, 1, 9)] = By (T)N(x) [L — @o(x)] x dx dV dw dv dt, (1.19)

where B, (7') is the Planck function. The term [1 — @ (x)] x is an emission cross section,
identical to the absorption cross section, as required by the first law of thermodynamics
and Kirchhoff’s law, respectively. If now the total number of particles of all sizes and
shapes per unit volume is Ny, and the cross section distribution in dV is given by D(),
like in the case of scattering and absorption, then the total contribution from all particles
in dV in the direction (i, ¢) contained in the solid angle dw is:

NodV
do

5Lz ) = 0V o / "1 - 2000] DOOxdx. (1.20)

If the enclosure is not set back, dV' will be exposed to the local anisotropic radiation
field of arbitrary energy density. How the emission intensity reacts on this is mainly a
function of the importance of either the collision of molecules in gaseous or condensed
state, respectively, or the interactions between theses molecules and the radiation field, as
a cause of molecular absorptions and emissions. If there is a dominance of interactions
with the radiation field, the emission will consist (mainly) of spontaneous emissions of
photons from excited molecules (isotropic), and induced emission through the perturba-
tion due to the external field (unisotropic). Thus the radiation emitted from dV" can not be
isotropic unless the radiation field itself is strictly isotropic.

If the collisions between the molecules dominate we obtain thermal (isotropic) emis-
sion. This will occur in regions where the density of molecules is high enough to get
many more inter-molecule collisions than collisions between photons and molecules (in
general, e. g., inside liquid and solid matter). For molecules in the gas phase induced
emission becomes important if NV, is sufficiently small.

Equation 1.20 is acceptable upon a removal of the enclosure if collisions between
molecules dominate, which is the case in practice for the atmosphere below about 80 km,
1. e. for the region of interest in this study.

1.3.2 The Total Field

After considering all the microscopic processes changing the net intensity in the direction
(i, @) due to the presence of the volume element dV' we are now able to evaluate the total
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field by adding all gains and losses from Equations 1.10, 1.13, 1.18, and 1.20:

0L (z,p,0) = —0_I,s(z,1,0) —6_Iy a(2z, 1ty ) + 641, 5(2, 1, &) + 011, 5 (2, 11, @)
 NodV oA _— dw’
- - do [1/<27:u7¢)/0 /0 D(X)pr(ﬂ7¢aua¢) de
NodV e
S Llend) [ @00 Deoxdy
0
NodV [ [ ) N
+ ;0 /0 /0 D(X)pr(u,<b;u,¢)Iy(z,u,d))ﬁdx
NodV >
+20BAT) [ 1L G(0] DO (121)
0

Of course Equation 1.21 can be simplified. First by defining a normalized effective
phase function, po(u, ¢; 1’, @'), by:

po(wb;u’,cb’)/o @o(x)D(X)xdxz/o D(x)x px (1, 03 1, @) dx. (1.22)

Multiplying both sides of Equation 1.22 by dw’/(4), integrating over all solid angles,
and remembering the definition of the single scattering albedo (see Equation 1.6), we

obtain: . /
" dw

/ polp, ¢; 1, ¢’)4— = 1. (1.23)
0 s

Let us also define an effective extinction cross section g and an effective single

scattering albedo wy of dV:
XE = / D(x)xdx (1.24)
0
and

cJo/ D(X)XdXZ/ wo(x)D(x) x dx, (1.25)
0 0

respectively, and a single scattering phase function p(u, ¢; 1/, ¢') normalized to W, such
that

P, &5 11, ') = Wopo (i, &3 1/, ). (1.26)
Introducing now the approximation of a plane-parallel atmosphere (infinitely extended in

the x- and y-directions and variable in the z-direction only) which is valid locally for the
earth, a volume element cylinder dV' of height dz and base area do, is given by:

dV = do,dz (1.27)

Now we make the linear dimensions of do, arbitrarily much larger than dz, but still small
enough that do, remains an element of the surface area. With that the sides of the cylinder
can be neglected relative to do, in determining the effective cross section of dV' as seen
along a slant-path in the direction (1, ¢). Thus the geometric cross section do of dV is:

do = pdo,,. (1.28)
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And after defining a normal optical depth 7,* measured from the top of the atmosphere
(TOA) inward, such that:
dr, = —Nyxgdz, (1.30)

(thus dr, is the optical cross section for dV in z-direction) we can rewrite Equation 1.21
by splitting up the solid angle element dw in its components (dw = dud¢), and letting the
ratio 61, (z, u, ) /dr, approach its limit as dr, — 0, to:

udf(n, )

=1 vy
i, (v, 11, @)

1 2r e+l
Cd4r ), /1 plp, &3 1, &) (1, 11!, &) dpi' g’
— (1= &) B,(T). (1.31)

This is the radiative transfer Equation for an arbitrary, monochromatic field of radia-
tion in a plane parallel atmosphere. In practice this field consists of a diffuse component
that originates from thermal emission of the atmosphere and the planetary surface and a
component (both diffuse and direct) that originates from the sun. The first component
dominates in the middle and far infrared whereas the second one is the only contributor
at visible wavelengths. Both components are important in the near infrared.

The Diffuse Field

In order to separate the diffuse field from the directly transmitted radiations we consider a
collimated beam of radiation of flux 7 F{ crossing a unit surface area normal to the beam.
The magnitude of the flux in the downward direction crossing a unit area contained in a
plane at the TOA, pomFj is:

27 +1
porFo= [ [ ul0.é)dudo, (1.32)
0 —1

where i is the cosine of the zenith angle of the point source and 7(0, y, ¢) is the down-
ward intensity of radiation in the direction (1, ¢) at 7, = 0. The only contribution from
the point source is into the direction (— g, ¢g). So the intensity I(0, u, ¢) should be of
the form:

10, p, @) = Cop(p + 10)dp(¢ — ¢o) (1.33)
*In the case of a non-scattering atmosphere the optical depth is also represented by:
dp
dry = —ky(2)pa(2)dz = k‘y(p)Q(p)? (1.29)

where k,, is the absorption coefficient (mass absorption cross section), p,, is the density of absorbing gases, z
is the height, ¢ = p,/p is the gaseous mixing ratio, p is the air density, and g is the gravitational acceleration.
The second representation is simply obtained by using the hydrostatic equation.
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where the 0p’s are Dirac d-functions and C' is a normalization factor which can be set to
C = mF, by consulting Equation 1.32.

We now write the total intensity as a sum of an intensity arising from a diffuse radi-
ation field Ip(7,, i1, ¢) and an intensity directly transmitted from the point source to the
level 7,,, I7. This latter intensity can be expressed by (c. f. Equation 1.33):

[T(Tl/a,ua ¢) = 7TF06D(M+HO)5D(¢_ ¢0)h(7—u>7 (134)

where h(7,) can be determined by reducing Equation 1.31 for the special case 1 = —p
and ¢ = ¢, which gives:

dh(r,
o8-+ ) ( — 60) T — bt e)op(o — bo)dn(r).  (135)
Solving it we obtain:
h(r,) = e /o, (1.36)

which is often called Beer’s law of exponential attenuation.

After dropping the subscript D Equation 1.31 for the diffuse radiation field becomes:

ﬂdf(n, 1 P)

= I vy [
ar. (v, 11, @)

1 27 +1
| e )it i
0 -1

F -
—Zoe 110 (1, ¢; — pio, o)

— (1= &) Bu(1), (1.37)

where B, (T) is replaced by B, (7,) to point out that the temperature is a function of only
optical depth while being situated in the approximation of plane parallel atmosphere.

1.3.3 Formal Solution for the Upward Intensity

Equation 1.37 is a first order linear integro-differential Equation which can be solved
formally by finding an appropriate integration factor. We start by multiplying both sides
of Equation 1.37 by e~™/#, transferring the first term on the right side to the left, and
gathering similar terms:

de=™" (7, 1, ¢) IR A A
L [ y ] = —5-¢ ”/“/ / P, @ s @) (1, i, ") dpd dgf
Ty ™ 0 -1
F 1 1
—ZO exXp [— <— + —> Tu} P, &; —po, ¢o)
Ko Mo

— (1 = &) e ™"B,(1,). (1.38)
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By integrating between 7, and 7, ,, the optical depth at the surface (or lower boundary),
and rearranging the different terms we obtain the upward intensity of 7,, (multiplied by
the integrating factor e~ ™/#):

(7, py @)e ™M = I(7s,, p, ¢) Tew/

1
R L / / 6.1, V(7 i, o )y !
47m _
FO Ts,u , ‘
—|—4— exp — + — | T, p(M7 ¢7 —Ho, (bO)dT
HJr, H Ko
]. Ts,v /
—l——/ (1 — ) €7TV/MBV(T;)dTL. (1.39)
wJr,

This is only a formal solution since the unknown intensity itself is contained in it.

It is useful to separate the intensity arising from the surface (lower boundary) from
the rest of the radiation field. The direct contribution to I(7/, i/, ¢') from the surface is
the intensity /(7,,, 4/, ¢') attenuated along the path length (7, — 7,)/4/ by the factor
exp|(7s,, — 7,,)/1/']. Thus Equation 1.39 can be written as follows:

](Tm 22 ¢> -
ey

Ts,u 27
@) + 4@ / / ) (T )

Xp(lh czw,cb) (Tow, i, @")dp'de'dr,,
F Ts,v o (7 —t
(B) + | e e T — o, do)dr,

1 Ts,v r_
(4 + —/“ (1= Go) e F=V1B, (! )dr!

KR A Y

P, @5 ', @I (7, 1!, @) dp' dg'dr), (1.40)

where the diffuse field I(7), /', ¢') is zero in the upward direction along the boundary
(1), = Tsu)-

The different terms for the upward intensity in the direction (u, ¢) at a level 7, are
representing:

(1) the radiation originating directly from the lower boundary (generally the surface or
a compact cloud deck) that is attenuated by the overlying atmosphere between the
levels 7, and 7 ,,

(2) the radiation originating from the lower boundary in the direction (4, ¢') that is
scattered at 7,, into the direction (1, ¢),
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(3) the radiation from the sun that has penetrated to the level 7/, before undergoing a
scattering process,

(4) the radiation that is thermally emitted at the level 7/, and

(5) the radiation that has undergone one or more scattering processes before being scat-
tered at 7;, into the direction (u, ¢).

1.3.4 Solving the Special Case of No Scattering

The deduction of the formal solution is complicated and no analytic solution exists in
the general case. But in many situations we can apply the approximation that scatter-
ing is negligible (at least in the thermal part of the spectrum in the absence of clouds
where absorption and emission by atmospheric gases dominate and solar radiation can be
neglected).

Hence, in a non-scattering atmosphere the RT Equation (see Equation 1.37) reduces
to the form:
udl (70, 1, 0)

dr,

which is known as Schwarzschild’s Equation. The upward intensity at the TOA then has
the from:

= I(7y, 1, 0) = Bu(7), (1.41)

]. Te.v ’
10, 1, ¢) = I(7s,, pt, @)~ Tow/H 4 — / e~ /B, (7)) dr!. (1.42)
HJo

For many applications it is useful to treat the atmosphere as being divided into thin
layers. The top layer has an optical thickness 7, ,, the top two layers have a composite
thickness of 73, etc. The derivation of this concept will not be performed here but one
can find a more detailed description of it in [Hanel et al. (1992)]. According to this the
emitted intensity of the i-th layer can be described by:

Ie(Ti1p, 1) = Bu(7,) [1 _ 6—(nw—n71,u)/u} : (1.43)

where the azimuth-independent nature of the solution is indicated by deleting ¢ from the
notation. Within the layer the Planck function can be considered as constant. It readily
follows by repeated application of Equation 1.43 that the outgoing intensity at the TOA
composed of n — 1 layers is:

n

1(0,p) = > e w/M B, (73,) [1 — e (rvmimil/i] (1.44)

i=1

where 7, = 0, B,(7;,) is a mean value of the Planck function between 7;, and 7,_; ,,
and the n-th layer is the surface itself. Therefore 7,1, = 75, T, = 00 and B, (7,,,) is
the Planck intensity of the surface.
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If we consider overhead viewing (i. e. 4 = 1) further, then we my write instead of
Equation 1.42:

1(0) = I(15,)e ™" + / | e~ B, (1))dr.. (1.45)

0
And after introducing the monochromatic transmittance (or transmission function) T(7,):
T(r,) =e™ (1.46)

the upward part of the radiative transfer Equation for a monochromatic radiation field in
a plane parallel atmosphere without scattering can be expressed by:

0 T /
I =1(r,,)T(7s,) + / By(r;)d d(f”)dr;. (1.47)
Ts,v Ty

where T|(7;,,) represents the surface transmittance to the TOA and T(7,) the atmospheric
transmittance from the optical depth 7, to the TOA. If we consider the earths surface as
a blackbody it would be convenient to substitute /(7,) by B(7s,), but to be strict, the
infrared radiation from the surface is slightly less than that of a blackbody. Therefore an
emissivity coefficient e with values between 0.90 and 0.95 should be introduced, such that

I(75,) = €5,,B(7s ).

Using height coordinates, Equation 1.47 can be rewritten to:

oe dT,
[ = B,(0)T,(0) + /0 B(T(2)) dz(z)dz. (1.48)
and using pressure coordinates we get:
0 dT,(p
I= BT+ [ Bro) T2, (1.49)
DPs

where p, represents the surface pressure.

1.4 Absorption Spectra of Atmospheric Gases

The interaction of photons with massive particles is a very sophisticated topic which can
be described analytically only for simple cases (e. g. hydrogen atom). For more compli-
cated particles we have to use numerical methods or we must introduce approximations.

There are various forms of interactions like the photoelectric effect, the Compton ef-
fect, pair generation-annihilation, electronic excitation, vibrational and rotational modes,
etc.

The quantitative description of quantum mechanical processes, which is sufficiently
exact for our purpose is the Schrodinger Equation. Simply speaking, it describes the
states of the particles by wave functions W(x, ¢) and it expresses the different forms of
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the energy (e. g. kinetic energy, potential energy, vibration energy, rotational energy, etc.)
in an operator form:

- 0
E E = ih—
- ot
p — p = —ihV
2
Ek@n - Ekln _h—
2m
— e = . (1.50)

Hence, the Schrodinger Equation of a particle moving in a potential V'(x,¢) can be
written as:

o, 0P (x,t) h?
ot 2m

ih———=(—A+ V(X,t)) P(x,t) (1.51)

Of course for more-atomic molecules we have to introduce also terms for vibration and
rotation modes, which make the thing a bit more complicated. In solving these problems,
we obtain discrete energy levels which are specified by the so called quantum numbers of
the states between which the molecules can change.

For a more detailed view into the principles of quantum mechanics see
e. g. [Messiah (1991), Messiah (1990)].

1.4.1 Excitation Modes

Infrared radiation can excite vibrational and rotational modes only, for everything else
the energy of these photons is too low. The vibrational energy states are characterized
by the vibrational quantum numbers Av = 0,£1,+£2, ... (not to be confused with the
wavenumber). For each vibrational mode there exists rotational levels characterized by
the rotational quantum number J with AJ = +1 for diatomic molecules and AJ = 0, +1
for polyatomic molecules. The vibrational transitions are coupled with these rotational
transitions. In Figure 1.4 a classical interpretation of some vibration and rotation modes
is illustrated.

In the atmosphere most molecules are in the ground vibrational state implying that
observed transitions are so called fundamental transitions. In the present context funda-
mental refers to transitions from the ground state to the first excited state and vice versa
(Av = =£1). Pure rotational transitions (Ar = 0) occur in the far-infrared and microwave
regions.

1.4.2 Spectral Line Shape and Line Strength

The transitions between the different energy levels (absorption or emission) are not truly
discrete. Actual lines occupy a finite band of wavelength and their shape depends on
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Vibration Modes:

Vi Va V3
Symmetric Bending Antisymmetric

wg--d--g
CO, NO: «0- - - 0- — - 0> 40 - - O>— 40
VG- — - @& - -0

Rotation:

Triatomic Linear: CO,, NJO  Asymmetric Top (bent triatomic) H;O, Oy

c. g.: center of gravity.

Figure 1.4: Vibration modes of tri-atomic atmospheric molecules and rotation axes for linear and asym-
metric top molecules (after [Liou (2002)]).

the atmospheric conditions under which the absorption and emission takes place. Typ-
ically the broadening of spectral lines is caused by the damping of oscillator vibrations
due to the loss of energy in emission (normal broadening), the perturbations resulting
from reciprocal collisions between the absorbing molecules and between the absorbing
and non-absorbing molecules (collisional or pressure broadening), and the Doppler Effect
induced by the difference in the thermal velocities of the atoms and molecules (Doppler
broadening). In general the natural broadening is negligible as compared to that caused
by collisions and the Doppler effect.

The absorption of energy portions can be expressed by an absorption coefficient (mass
absorption cross section) k, (at wavenumber v) defined by:

k, =S f(v—w), (1.52)

where v is the line center, S is the line strength (normalization factor of the absorption
coefficient) given by:

S:/ o, (1.53)
0
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and f(v — 1) is the shape function which describes the spectral width of an absorbing
line. It is customary for the atmosphere to distinguish three different types of the spectral
line shape, namely the Lorentz profile, the Doppler profile, and the Voigt (hybrid) profile.

Lorentz Profile

In the lower atmosphere the perturbations, resulting from reciprocal collisions between
the absorbing molecules and between the absorbing and non-absorbing molecules, pre-
vails the effect of line broadening by the Doppler Effect. Therefore, this type of broaden-
ing is also referred to as pressure or collisional broadening. It is essential for the IR bands
of CO, and H-O at altitudes below 30 km. The spectral width of this type of broadening
can be described by the Lorentz Profile (Lorentz line shape — see Figure 1.5):

ar

fr(v =) =

(1.54)

(v —1p)? +a?’

where ay, s the half width at half power (HWHP) given to a good approximation by:

p (1o "
T)=apl (22 1.
ar(p,T) aopo (T) , (1.55)

where o 1s the HWHP at standard pressure, py = 1013 hPa and standard temperature
Ty = 273 K. The exponent n ranges from % to 1 depending on the type of molecules
(n = % is known as the classical value). Under the reference conditions, o ranges from
about 0.01 to 0.1 cm~! for most of the radiatively active gases in earth’s atmosphere and
depends on the spectral line. For the CO, molecule, it is fairly constant with a value of
about 0.07cm™! (see [Liou (2002)]).

Lorentz ! \

Doppler - - - - RN

Absorption Coefficient

Figure 1.5: Lorentz, Doppler, and Voigt Line shape [Salby (1996)].
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Doppler Profile

In atmospheric regions, where the pressure becomes small and the temperature-generated
thermal velocities of the molecules become significant (above about 40 km) the so-called
Doppler broadening prevails which results from the thermal random molecular motion. If
the molecule has a velocity component (v) in the line of sight and if v < ¢ (c: speed of
light) the associated frequency shift is:

v=1p(1£ ). (1.56)
c
Let the probability that the velocity component lies between v and v+ dv be p(v)dv. If the
translational states are in thermodynamic equilibrium, p(v)dv is given by the Maxwell-
Boltzmann distribution:

mo\3 mu?
p(v)dv = <m> exp {_%—T} dv, (1.57)

where m denotes the mass of the molecule, £ is the Boltzmann constant, and 7 is the
absolute temperature. Based on this, the Doppler Profile (Doppler line shape — see Figure
1.5) can be written as:

1 vV — 1 2
_ — — 1.
fo(v —1p) Oél)\/7_Te>(p ( o > ], (1.58)
where )
2T\ 2
ap =1y (—2> (159)
mc

is a measure of the Doppler width of the line. The half-width at half-maximum is
apVIn2. For the line of the rotational H,O band at about 200 cm™* the Doppler half-
width is 3.5 x 10~* cm™! (see e. g., [Zuev (1974)]).

Voigt Profile

In altitude regions between about 20 to 50 km the effective line shapes are influenced
by both collisional- and Doppler-broadening processes which have been expressed indi-
vidually by f.(v — 1p) and fp(v — 1p), respectively. In fact, the Voigt line shape is a
convolution of the Doppler and the Lorentz line shapes:

fv(v =) = 7 (V' —w) fo(V —w) dV

N 2
= ﬂzﬂl/zz_g f_oo WGXP |:— (%) :| dv'. (1.60)

The Voigt profile gives a line shape between the Lorentz and the Doppler line shape as
illustrated in Figure 1.5.
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Line Strength

The detailed form of the line strength (see Equation 1.53) is provided by quantum me-
chanics. For a single molecular transition from state j to state i we obtain:

2
n; 2nw;; | Rl hwi
=t S T (] oy |-k | ) 1.61
S’] gin 3he oXp kT ( )

where n; is the molecular concentration in the lower state, n is the total molecular con-
centration, g; is the degeneracy factor or statistical weight, w; ; is the angular transition
frequency, and h, k, and ¢ are the Planck and Boltzmann constant and the speed of light.
The transition probability | R; ;|* is given by:

Ri; = / UMY, dV, (1.62)

where M is the matrix of the dipole moment relative to the relevant time dependent Hamil-
tonian, dV’ is a volume element, and ¥; and W are wave functions which are subjected to
the orthogonality condition:

/\Iqufjdv =0, (i#7) (1.63)

At thermodynamic equilibrium the ratio n;/n is defined by the Boltzmann factor in the

form:
ng _ gge W (1.64)
n QT) '
where Q(T') is the total internal partition sum. Under atmospheric conditions Q(7") ~ 1
holds true due to vibrations. For rotational transitions we may approximate the internal
partition function by Q(7") ~ T for linear molecules, such as CO,, N,O, or CO, and by
Q(T) ~ T*/? for non-linear molecules, such as H,0, Os, and CH,, respectively.

1.4.3 Calculation of Transmittances

Evaluating the upwelling radiance according to Equation 1.47 requires accurate calcu-
lation of the spectral transmittances and therefore the absorption parameters for various
gases are needed. They can be computed from fundamental quantum mechanical prin-
ciples but they can also be derived by laboratory measurements for a limited number
of spectral intervals. The absorption lines for many molecules such as H,O, CO,, Og,
N,O, CHy, etc. have been intensively examined and the associated parameters includ-
ing line position, line strength, line half-width, and lower energy state are documented
and listed in databases such as the HIRTRAN (High Resolution Transmission) database
[Rothman et al. (1996)].
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Transmittance computation accounting for all absorption lines in a given spectral in-
terval is referred to as line-by-line calculation. Therefore the monochromatic transmit-
tance for given species including 7 = 1, ..., NV lines is given by (c. f. Equation 1.46):

N

N
T, =[] T, =exp [— > Tyj] : (1.65)
i=1 =1

with the transmittance for the absorption line j (c. f. footnote on page 15):

T,; = exp [— /k:,,j(s)ds} , (1.66)

where s is the optical path for the absorbing gases and k,; is the absorption coefficient
for the line j. According to Equation 1.52 the absorption coefficient can be expressed in
terms of line strength and line shape in the form:

kui(p, T) = Si(T) f;(p, T). (1.67)

The spectral intervals, the %,;’s are calculated with, have to be smaller than the half-
width in order to resolve individual lines. For e. g., CO; and O3 absorbing in the upper
stratosphere Doppler broadening is significant. The Doppler half-width of CO, in the
15 m band and of O3 in the 9.6 ym band is approximately 0.0005 - 0.0001 cm™~!. Since
the spectral ranges of these two bands are about 400 cm ™! more than half a million points
have to be calculated to resolve the individual lines. In the troposphere, absorption is
primarily accomplished by water vapor covering a range of about 15 000 cm~!. With a
Lorentz half-width of > 0.01 cm™! the required number of points to be computed lies at
about one million. Based on numerical experiments, spectral resolutions of 0.001, 0.002
and 0.005 cm™! have been found to be adequate for H,O, CO,, and Os, respectively
[Liou (2002), Matricardi and Saunders (1999)].

In the IR radiative transfer calculation a further simplification of the transmittance
computation can be made with the assumption that if the radiative parameters are defined
in a spectral interval, Ar, which is small enough, the variations of the Planck function
can be neglected. Hence, we may define the spectral transmittance as:

Tﬁ - fAl/ 677%
= Jaexp | = [, 32 kui(s)ds| 2. (1.68)
Discretizing the spectral interval with a spectral resolution Ay;, where ¢« = 1,..., M

runs over the whole spectral interval Av, and assuming that the atmosphere consists of
n = 1,..., L layers, we finally obtain with the aid of equation 1.67:

M L N
- e [— S ke TS,
=1

n=1 j=1

AVi

Note that adequate and reliable summations have to be performed to cover the absorption
lines, the spectral interval, and the inhomogeneous path exactly.
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We can conclude that these line-by-line calculations are computationally very expen-
sive and may be impractical for many applications. Thus great effort is made to find
simplified approaches to compute spectral transmittances (see e. g. chapter 4).

1.4.4 Absorption in the Infrared

In this subsection the principle absorbing gases of the thermal infrared are presented. The
information given below is mostly based on [Liou (2002)].

Carbon Dioxide

The linearly symmetric CO, molecule has three vibrational modes illustrated schemati-
cally in Figure 1.4. The molecule occurs in the atmosphere in several isotopic states of
which the most significant ones are C'201°, C*30%5, and C'°0'°0'® with relative abun-
dance of about 98.41%, 1.1% and 0.2% respectively.

The fundamental symmetrical ’stretch” mode v; can be found near 7.5 pm. This
mode has no electric dipole moment and is therefore radiatively inactive. CO, does not
have pure rotational transitions, since this is only possible for molecules with a perma-
nent electric dipole moment. The 15 pym band represents the bending mode 15, which is
twofold degenerated and consists of the states 15, and v4;,. The fundamental v, transition
is coupled with rotational transitions corresponding to AJ = 0,+1. The fundamental
v3 vibration-rotation band is responsible for high absorption at wavenumber 4.3 pym. In
addition to the strong absorption bands at 4.3 psm and 15 pm, in which the primary absorp-
tions are due to the fundamental 15 and 5 transitions, CO5 has bands centered near 10.6,
9.4,5.2,48,2.7,2.0, 1.6, and 1.4 pum [Zuev (1974)]. The CO5 molecule has of course
several combinations (simultaneous transitions in two vibrational modes) and overtone
bands (vibrational transitions between nonadjacent levels).

Water Vapor

In contrast to the CO, molecule, the H,O molecule has an asymmetric configuration (bent
triatomic). The most important isotopes are H,O'®, H,O'®, and HDO'®, which are present
in the atmosphere with 99.78, 0.2, and 0.0149 %, respectively. The molecule has three
vibrational modes (see Figure 1.4) where the fundamental v, band at 6.25 pm is the most
important vibrational-rotational band of water vapor. The centers of the two other funda-
mental bands v, and /5 are located close to one another at about 2.7 pym. Other vibrational-
rotational bands of H,O can be identified between 1.8 and 0.7 ym. The fine structure of
the vibration-rotation spectrum of water vapor is very complex and consists of thousands
of individual lines. The pure rotational absorption occurs in a band which ranges from
~0 to 1000 cm~! (which corresponds to wavelengths from several centimeters to 10 zzm)
and is important in the generation of tropospheric cooling.
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Ozone

The O3 molecule has an asymmetric top configuration (like the H,O — see Figure 1.4). Its
most important isotopes are O1°, 060801, and O'*0'0'®, Electronic transitions occur
in the ultraviolet region (Hartley and Huggins band) and in the visible (Chappuis band),
see e. g. [Salby (1996)]. In the thermal infrared there are the v; and v3 fundamental
vibration modes, situated at 9.1 and 9.6 ym. These modes constitute the 9.6 ym band
located in the so-called atmospheric window between 8-12 pum. This band contains a
large number of fine-structure lines. The v, fundamental band is centered at 14.27 pum.
Overtone and combination frequencies of Os vibrations produce several bands between
2.7 and 5.7 pm, of which the 4.75 pm band is the most intensive one.

Methane

The CH,4 molecule exhibits a spherical top configuration. Since it has no permanent elec-
tric dipole moment (like the CO, molecule), methane has no pure rotational spectrum.
The 11 band is fully symmetric and the v, is twofold degenerate (see Figure 1.4). Both
are inactive and have centers near 3.4 and 6.6 ym. The active 3 and v4 bands are three-
fold degenerate with line centers at 3.3 and 7.7 um, respectively. In addition, methane
possesses a rich spectrum of overtone and combination frequencies primarily located in
the solar spectrum.

Nitrous Oxide

The N2,O molecule is a linear asymmetric molecule with an permanent electric dipole
moment. Strong electronic bands are located in the far ultraviolet region. The three fun-
damental vibrational modes v, 5, and /5 are active in the IR and have centers at 7.8, 17.0,
and 4.6 um, respectively. The v, fundamental band overlaps the v, fundamental band of
CHj4. N,O has many bands of overtones and combination frequencies. For instance, the
region between 1.3 and 2.5 pm contains 18 bands.

Carbon Monoxide

The fundamental rotational band lies near 4.67 pym, while overtone and combination fre-
quencies lie between 1.2 and 2.3 ym. The pure rotational spectrum can be found in the
far IR and microwave region.

Chlorofluorocarbons

Methylchloride (CH3Cl), carbon tetrachloride (CCl, or CFC-10), trichlorofluoromethane
(CFCl3 or CFC-11), methylchloroform (CH3CCl3), and dichlorodifluoromethane (CF5Cl,
or CFC-12) have several fundamental transitions primarily located in the armospheric
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window at 8-12 um. These gases may significantly contribute to the greenhouse effect if
their atmospheric abundance is increased.

1.5 The Boundary Layer

The radiation field of the atmosphere is affected by the presence of bounding surfaces,
like a solid land material, a liquid (e. g. ocean), or an effective surface, such as a dense
cloud deck. In this chapter the emissive and reflective properties of surfaces applicable to
their longwave interactions are defined. IR surface properties are in general simpler than
UV/visible properties, since reflection of IR radiation is usually unimportant. Further-
more, except at millimeter wavelengths, surfaces emit thermal radiation approximately
isotropically.

Descriptions of surface interactions have historically been largely empirical, but in
the past several decades, physically based models of surface reflection have gained in
popularity with the need, e. g., to relate land reflectance to crop yield and ocean color to
water fertility. The description below is mainly based on [Thomas and Stamnes (1999)].

1.5.1 Boundary Properties of Planetary Media

A radiation field can be effected by a surface by reflection of a portion of the incident
radiation back into the medium, by absorption of a part of the incident radiation, by
emission of thermal radiation, and by transmission of some of the incident radiation.

In the following a description of the processes related to the upwelling longwave field
in terms of quantities that relate incoming and outgoing monochromatic intensities and
fluxes is provided. Fortunately, the emittance of the surface in the IR depends only weakly
upon its composition and structure.

Thermal Emission from the surface

Let [ EV( i, &)1 dw be the emitted energy from a flat surface of temperature T within the
solid angle dw in the direction (u, ¢) (definition of the geometry see subsection 1.3.1 and
Figure 1.3). The corresponding energy emitted by a black surface at the same temperature
is B,(Ts)p dw. The spectral directional emittance is defined as the ratio of the energy
emitted by a surface of temperature 7’s to the energy emitted by a blackbody at the same
frequency and temperature:

Lo (i, @)y dw I, (p, 6)
BZ,(TS)/JJ dw BV(Ts) '

ey(ﬂ>¢7 TS) = (1.70)

Generally, ¢ depends on the direction of the emission, the surface temperature, and
the frequency of the radiation as well as on other properties of the surface (like refractive
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index, etc.). The emittance is usually measured directly — in some cases it may be derived
from first principles. Experimentally it is easier to measure the reflectance p and then
deriving € from the relationship (1 — p). In the thermal infrared nearly all surfaces are
efficient emitters, with €’s generally exceeding 0.8. (For pure substances like water ice,
the imaginary refractivity is needed to determine € from theory.)

Absorption by the surface

Let I, (1, ¢') be the intensity incident on the surface in the direction (', ¢) within a
cone of solid angle dw’. A certain amount I, ,(11/, ¢")i’ dw'’ of the incident energy is lost
by absorption. (The convention of using the negative sign in the notation of the intensity
I, (i, ¢") emphasizes the downward direction of the beam.) The spectral directional
absorptance is then defined as the ratio of absorbed energy to incident energy of the

beam: B B

I, (W' do' Iy (1, ¢)
L (1, ¢ dw' Iy (w /)
Again the minus sign in the notation (—, ¢) emphasizes the downward direction of the
incident intensity.

al/(_l’t7 Qb’TS) (171)

Kirchhoff’s Law

Kirchhoff’s Law relates the emissive and absorptive abilities of a body in thermodynamic
equilibrium. In the following heuristic arguments will be applied to show how this law
follows from very simple physical considerations.

Consider an opaque non-black surface within a hohlraum, which is exposed to the
isotropic radiance I, = B,(T'). As a result of the isotropy of the radiation field, the
upward radiation field emitted from the surface must also be uniform. But generally, not
the whole of the radiation will be emitted because the surface material is not a blackbody
(since the surface material is assumed to be opaque, only reflection and absorption have
to be considered). The difference between the upward radiation and the smaller amount
of emitted radiation has to be balanced by a reflected component / E,u- For each direction
of a radiation beam these two components must add to yield the Planck distribution:

Iy (1, ¢) + It (1, ) = By(Ts) (1.72)

From the law of conservation of energy it follows, that the sum of the reflected and ab-
sorbed energy must be equal to the incident energy, which, in the hohlraum, is also the
Planck function:

Iy (i 8) + I, (1 6) = Bu(Ts) (1.73)
Using now the Equations 1.70 - 1.73 we find Kirchhoff’s Law for an opaque surface:

al/(_ﬂ7 ¢7 TS) - 61/(/1“7 ¢7 TS) (174)
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Kirchhoff’s law describes the well-known connection between emission and absorption.
The law is strictly valid only within an isothermal enclosure in thermodynamic equilib-
rium. However, in the form above it has much broader validity and for practical purposes
may be considered to be an exact relationship for planetary surfaces.

1.5.2 Sea Surface Temperature

Due to the fact that very weak absorption appears in the region between 8-12 ym — the so
called atmospheric window — we have a possibility to measure the surface temperature,
especially the sea-surface temperature (SST).

An important aspect of SST measurements is the very high IR opacity of water. Unit
optical depth occurs within an extremely small distance near the surface. This results
in the fact that in the situation of a calm surface the so called skin temperature during
daytime can be clearly different from that of the water just below the surface, the so
called surface bulk temperature, due to the fact, that even a thin layer of water takes up a
considerable amount of energy. A detailed discussion of the connection between surface
skin temperature and surface bulk temperature can be found in [Emery et al. (2001)]. Due
to its high opacity, the downward transport of IR radiation through the water is negligible.
The energy of the surface is distributed mostly upwards by radiation and exchange of
latent heat with the overlying atmosphere via evaporation and precipitation. The SST
measured by infrared sensors always refers to this skin layer.

As a result of the high IR absorptance of the ocean and taking into account Kirch-
hoff’s law the surface of the ocean has to be an efficient emitter of thermal radiation, too.
The physically relevant quantity is the net cooling rate, that is the difference between the
energy emitted and that received. It has been shown by measurements that an increasing
ocean temperature is accompanied by a decreasing net cooling. This is a result of the
strong dependence of the atmospheric radiation on the water vapor content of the atmo-
sphere — an increasing SST causes an excess of the evaporation over the condensation
which in turn results in a higher absolute humidity.



Chapter 2

The IASI Instrument on Board of the
METOP-Series

In chapter 1 we tried to give an short theoretical survey of the interaction between earths
surface and atmosphere with one another and with space via radiation.

In this chapter we will focus on the measurement of this radiation at the TOA.
More precisely the Infrared Atmospheric Sounding Interferometer (IASI) will be in-
troduced, which is developed by CNES (Centre National d’Etudes Spatial) for EU-
METSAT (European Organisation for the Exploitation of Meteorological Satellites) as
a core payload of the METOP satellite series developed by ESA (European Space
Agency) to be operated by EUMETSAT. The description of this chapter is mainly based
on various reports provided by CNES, ESA and EUMETSAT, such as the IASI Sci-
ence Plan [Camy-Peyret and Eyre (1998)], as well as on the information obtained from
web pages like http://www.esa.int/export/esaME/index.html, http://www.eumetsat.de/,
and http://smsc.cnes.fr/IASI/.

2.1 The METOP Satellite Series

METOP-1 will be Europe’s first operational polar-orbiting weather satellite. It replaces
one of two satellite services currently operated by the United States National Oceanic and
Atmospheric Administration (NOAA). METOP will carry a set of instruments currently
used by the NOAA satellites and a new generation of European instruments that offer
improved remote sensing capabilities to both meteorologists and climatologists. The new
instruments will increase the accuracy of temperature and humidity measurements, wind
speed and wind direction measurements especially over the ocean, and profiles of ozone
in the atmosphere. The present plan is to launch the three METOP satellites sequentially
to maintain the service for at least 14 years, starting in late 2005.

31
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2.1.1 METOP Overview

METOP is a 3-axis stabilized satellite with the lateral side oriented in the flight direction.
The main instruments and the antennae for ground links are accommodated on the nadir
side. Instruments requiring low temperature for infrared detection (e. g. IASI and HIRS)
are mounted on a balcony at the longitudinal end of the satellite (anti-sun direction) for
cold space views.

METOP is comprised of two major modules — the service module and the payload
module. The design of the service module is largely derived from the SPOT 5/Envisat
programs. It provides the main satellite support functions, such as command and control,
communications with the ground, power, altitude and orbit control, and propulsion. It
also interfaces with the launcher. The payload module is derived from Envisat. It ac-
commodates the METOP instruments and associated payload support equipment (data
management and communications, electrical distribution). A detailed listing of the speci-
fications of the METOP satellite can be found in Table 2.1.

Satellite Extension

Launch Configuration | length: 6.30 m
envelope diameter:  3.45m

In-Orbit Configuration | 17.60 m x 6.70 mx 5.40 m

Mass Budget
Service Module 1450 kg
Solar Array 268 kg
Payload Module 1235 kg
Fuel 316 kg
Payload Instruments 975 kg
Total 4244 kg
Average Power Budget

Sunlight Eclipse
Instruments 984 W | 984 W
Payload Module 531 W | 537W
Service Module 480 W | 489 W
Total 2004 W | 2010 W

Table 2.1: Specifications of the METOP satellite (source: http://www.esa.int).

2.1.2 The METOP Orbit

The METOP orbit will be selected at an altitude of about 830 km. The satellite has an
inclination of 98.7° to the equator to benefit from variations in the gravitational pull on the
satellite due to the earths shape, which causes the METOP orbit to rotate at approximately
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1° per day. This precession eastwards matches the annual movement of the earth around
the sun. Hence, from the point of view of METOP the satellite is in a constant position
versus the sun, and the earth will pass beneath the satellite ground track at 9:30 in the
morning of every day and all seasons. This type of orbit is called sun-synchronous orbit.
NOAA will continue to operate its afternoon satellite service from a complementary orbit
which follows a track at a local time of 14:30. Both together build the Initial Joint Polar
System (1JPS).

In sun-synchronous orbit the ground track repeats precisely after a constant integer
number of orbits and days. The presently planned orbit for METOP has a repeat cycle
of 29 days and 412 orbits. The time to complete an orbit is about 101 minutes, which
implies that METOP will make a little bit more than 14 revolutions per day. During each
orbit the earth rotates approximately 25°, so that METOP will observe a different portion
of the earth during each revolution (see Figure 2.1).

-180 -150 -120
90 v 3

60 { -

Metop Orbits/24h ; 1st orbit
L 1 2l -l =

13 12 1 10 9 8 7 6 5 4 3 2 1 14

Figure 2.1: METOP will perform a little bit more than 14 revolutions per day (source:
http://www.esa.int/export/esaME/).

2.1.3 The Instruments on board of METOP

Each METOP satellite will carry a payload of eight instruments for observing the planet,
together with four additional ones performing communications and support services that
have been provided by the European Space Agency (ESA), the European Organisa-
tion for the Exploitation of Meteorological Satellites (EUMETSAT), the American Na-
tional Oceanic and Atmospheric Administration (NOAA), and the French Space Agency
(CNES) (see Figure 2.2).

A core set of instruments for atmospheric sounding and earth imaging will be identical
to those flown on the NOAA satellites. This core set includes the Advanced Very High
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Resolution Radiometer (AVHRR) for imaging clouds and the surface of the earth. It
will also include the High Resolution Infrared Radiation Sounder (HIRS), the Advanced
Microwave Sounding Unit-A (AMSU-A), and the Microwave Humidity Sounder (MHS).

The additional METOP instruments — the Advanced Scatterometer (ASCAT), the
Global Ozone Experiment-2 (GOME-2), the Global Navigation Satellite System Receiver
for Atmospheric Sounding (GRAS), and of course the Infrared Atmospheric Sounding
Interferometer (IASI) — will improve atmospheric soundings, as well as providing mea-
surements of atmospheric ozone and near-surface winds over the ocean.

In the following a brief description of the different atmospheric instruments is given
except to the IASI instrument which is addressed in detail in section 2.2.

AMSU-A1, AMSU-A2

The data from this instrument is used in conjunction with the HIRS instrument (and on
board of the METOP satellites also with the IASI instrument) to calculate the global at-
mospheric temperature and humidity profiles from the earth’s surface to the upper strato-
sphere (approximately 2 hPa or ~45 km) even under cloudy conditions. For its own the
data is used to provide precipitation and surface measurements including snow cover, sea
ice concentration, and soil moisture.

The AMSU-A1 measures in 15 microwave channels (from about 23 to 90 GHz) in
a stepping mode with an instantaneous field of view (IFOV) at nadir of about 45 km, a
swath width of about 2100 km and a scan separation of about 53 km. The number of
pixels produced per scan is 30. AMSU-A2 has 5 microwave channels (90 to 184 GHz)
which provides in total 20 microwave channels for the atmospheric sounding. AMSU-A2
scans across-track with an IFOV of 16 km and the same swath width as AMSU-ATI.

ASCAT

This Instrument is the enhanced successor to the scatterometers flown on board of ESA’s
ERS-1 and ERS-2 satellites and measures wind speed and direction over the ocean. AS-
CAT is a C-band radar (4.2 to 5.75 GHz) with a center frequency at 5.25 GHz. The
instrument, developed by ESA, will also monitor snow and ice cover over land and sea,
but the primary product is the radar backscattering coefficient provided over a swath width
of 2x500 km.

AVHRR

The AVHRR instrument is a six-channel imaging radiometer (one visible, two near-IR,
three IR channels). The main objectives of the latest version, AVHRR/3 are global cloud
imagery, mapping of surface temperature, sea-ice, snow-coverage, and vegetation. The
instrument has an IFOV of 1.3 mrad providing a nominal spatial resolution of 1.1 km
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Payload Module

Figure 2.2: The @ METOP  spacecraft configuration  with  its  instruments  (source:
http://www.esa.int/export/esaME/).

at nadir. A continuously rotating elliptical scan mirror provides the cross-track scan,
observing the earth from + 55.4° from nadir. The mirror scans at six revolutions per
second to provide continuous coverage. Per scan about 2000 earth views (pixels) are
provided.

GOME-2

The GOME-2 instrument is an across-track scanning nadir viewing spectrometer that ob-
serves solar radiation transmitted or backscattered from the earth’s atmosphere or from
its surface. The recorded spectra are used to derive a detailed picture of the atmospheric
content to derive profiles of ozone and other trace gases like the nitrogen compounds NO,
NO,, or NOg, the halogen compounds ClO and OCIO as well as BrO, HCHO, and SO,.
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GRAS

GRAS is a GPS receiver that operates as an atmospheric-sounding instrument. It scans the
atmosphere via the occultation principle. An occultation occurs whenever a GPS satellite
rises or sets on the earth limbs as seen from a low earth orbiting (LEO) satellite. The GPS
signal is refracted and slowed as it traverses the earth’s atmospheric limb. This causes a
phase delay that can be related to characteristic quantities like temperature or humidity
via the refractivity field. A single GPS receiver will observe over 500 occultations per
day, distributed uniformly about the globe with a vertical resolution of < 1 km.

HIRS

The HIRS/4 instrument is an infrared sounder measuring temperature profiles, moisture
content, cloud height and surface albedo. HIRS/4 scans the earth’s surface in 20 spectral
bands — one visible channel, seven shortwave IR and 12 longwave IR channels. The [FOV
for each channel is approximately 1.4° in the visible and shortwave IR channels and 1.3°
in the longwave IR band. This provides an nominal spatial resolution of 20.3 km and
18.9 km at nadir, respectively.

Data from HIRS/4 is used in conjunction with data from the AMSU instruments to
calculate vertical atmospheric temperature and pressure profiles from the earths surface
to an altitude of about 40 km.

MHS

MHS is an instrument designed to collect information on various aspects of the earth’s
atmosphere and surface, in particular atmospheric humidity and surface radiation (surface
temperature).In addition it can be used to measure liquid water content in clouds and to
estimate precipitation rates. The sounder is constructed as a five channel (between 89.0
and 190.3 GHz) self calibrating, total power, microwave scanning radiometer. It scans the
earth from left to right in a vertical plane. Each swath (swath width: ~2100 km) is made
up of 90 contiguous individual pixels (scenes) sampled every 2.67 seconds. The scan is
synchronized with the AMSU-A1 and AMSU-A?2 instruments.

2.2 The IASI Instrument

In order to improve the vertical resolution and accuracy of the existing IR temperature
sounders (namely the HIRS instruments on board of the NOAA satellites) in 1990 the
French space agency, CNES, and the Italian space agency — Agenzia Spaziale Italiana
(ASI) —initiated a joint study for an instrument based on a Michelson-type interferometer,
IASI. After demonstrating the feasibility of the concept of the IASI instrument a further
definition study was started in 1992, initially still with participation of CNES and ASI.
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As a result of the discontinuation of ASI funded activities, CNES has carried on the
definition study with additional support by EUMETSAT. Detailed design studies started in
1997, funded jointly by CNES and EUMETSAT with contributions from other European
countries. After the completion of the feasibility and design activities, the development
and manufacturing phase began in 1998 and is still in progress.

The following sections may be regarded as a summary of informations and various
reports provided by CNES, ESA and EUMETSAT available at http://smsc.cnes.fr/IASI/,
such as the IASI Science Plan [Camy-Peyret and Eyre (1998)].

2.2.1 Design and Functional Chain

The Infrared Atmospheric Sounding Interferometer consists of a Fourier Transform Spec-
trometer based on a Michelson Interferometer, coupled to an integrated imaging system
which allows characterization of cloudiness inside the spectrometer field of view. The
scan duration of eight seconds and the horizontal spacing of the full Earth views are iden-
tical to those of the AMSU-AI instrument. This facilitates synergistic use of the two
instruments. The kilometric spatial resolution of the sampling of the imager of IASI en-
ables a coregistration with the AVHRR/3 instrument, too.

Main Acquisiti
Sibaystem (MAS) - . ?s‘éEJ,""'“"'“

Interferometer
electronics

A C Sibration
. Blackbody

Figure 2.3: Schematically illustration of the components of IASI instrument (source:
http://www.esa.int/export/esaME/).

The IASI sounder roughly can be separated into 3 modules — the optical subsystem,
the analogue electronic chain, and the digital signal processing unit (see Figure 2.3). Fur-
thermore the optical subsystem can be divided into a scan mirror, an off-axis afocal tele-
scope, and a Michelson interferometer from where the recombined beam is mirrored into
a so called cold box. This cold box subsystem itself includes a spectral separation unit,
a detection, amplification, and anti-aliasing filter and at last the analogue/digital (A/D)
converter. Additionally the IASI instrument has an integrated imager system. The path
of the atmospheric radiation through the instrument is schematically described in Figure
2.4.
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Figure 2.4: Optical path of the atmospheric radiation through the instrument (source:
http://www.esa.int/export/esaME/).

The Scan Unit and the Telescope

The scan unit — a rotating mirror — is common to sounder and imager and provides scan-
ning according to the geometric pattern depicted in Figure 2.5. IASI scans across-track
in a step and dwell mode with a field of view of 48.3° to each side, which gives a swath-
width of approximately £1026 km. The instrument performs 30 earth views (pixels) per
scan, one every 216 ms (step time), with an IFOV size of 3.33°x3.33° (~48 kmx48 km
at nadir). The dwell time for each pixel is 150 ms. Each pixel consists of 4 sub-pixels
with a diameter of 0.84° (12 km at nadir). They are analyzed simultaneously by 4 detec-
tors, arranged in form of a 2x2 array (see Figure 2.4 — detectors). The total scan period
including 30 earth views, calibration measurements, and returning to the starting position
lasts 8 seconds.

The calibration is done by viewing a blackbody of known temperature (270 K —300 K)
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mounted inside the instrument, as well as viewing a cold blackbody (deep space scan-
ning). This results in a scan separation step of about 53 km in platform-moving direction.

The off-axis afocal telescope has the purpose to transfer the aperture stop from the
scanning mirror into the interferometer entrance mirror.

[ASI
Field of view

Figure 2.5: Scanning procedure and field of view of the IASI instrument (source:
http://smsc.cnes.fr/IASV/).

The Michelson Interferometer

The heart of IASI and the main part of the optical configuration shown in Figure 2.4,
is the Michelson Interferometer. The incident radiation (mirror M2) is divided into two
beams by the beamsplitter. One part of the radiation is reflected by a fixed mirror (CC2)
(which in case of IASI is a corner cube (CC) reflector) which reflects the beam back to the
beamsplitter. There it is reflected to the folder (mirror M3) and the focusing mirror (mirror
M4). The other beam is reflected from the beamsplitter and goes to a movable corner
cube reflector (CC1), which moves linearly by £1 cm corresponding to an optical path
difference (OPD) of 2 cm. The reflected beam then transmits through the beamsplitter
and finally reaches the folder and focusing mirror. The focusing mirror recombines the
two beams at the detectors.
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Spectral Separation

In order to secure the spectral performance during the separation and detection process
a cooling of the cold box hosting these functions to below 100 K is required. This is
achieved by a three-stage passive radiator which reduces the instrument background and
thermo-electronic detector noise. The output of the interferometer — the relative amplitude
versus optical path difference summed over all frequencies — is separated into three bands
by two dichroic plates.

Detection, Amplification, and Anti-Aliasing Filter

For each pixel the detection is performed by three detectors, one for each of the three
wavenumber bands. Band 1 and Band 2 use a photoconductive detector made of mercury
cadmium tellurid (HgCdTe) and a photovoltaic detector made of the same semiconducting
material, respectively. Band 3 uses a photovoltaic detector made of indium antimonide
(InSb).

Further more, each band is pre-amplified to obtain three identical circuits, which are
then amplified and subjected to a Butterworth anti-aliasing filter.

Analogue/ Digital converter

The crucial point of the A/D conversion is a constant time increment sampling at very
precise and stably known increments of the OPD. Therefore an auxiliary monochromatic
laser beam is used for measuring the OPD and triggering the sampling of the interfero-
gram.

Inverse Fourier Transformation and Calibration

The digitized interferograms undergo an on-board processing for the detection and cor-
rection of spurious effects (basically non-linearities). Then an inverse Fourier transform is
performed to obtain a digital spectrum. Afterwards the spectra are calibrated with the two
calibration targets — cold space and internal black body (see Figure 2.6). This on-board
processing reduces the data rate from 45 Megabits per second to 1.5 Megabits per second
and is then downlinked from the satellite to the ground segment to form the Level O data.

The Imager System

The built-in imager system included in the IASI instrument consists of imager optics, de-
tectors, amplifiers and the A/D converter. Its function is to prepare an accurate collocation
between IASI and the METOP companion instrument AVHRR and it has also some stand-
alone means for cloud analysis. The field-of-view of the imager, which is covered by a
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Figure 2.6: Processing chain of the IASI instrument (source: http://smsc.cnes.fr/IASI/).

raster of 128x 128 imager pixels (compressed to 64 x 64 for downlinking) coincides with
that of the IASI sounding unit. The positioning error of the imager pixels with respect to

the IASI sounding unit is less than 0.05°.

2.2.2 Objectives and Main Specifications

The main specifications and characteristics of IASI can be found in Table 2.2.

Objectives

The mission objectives assigned to IASI and its companion meteorological instruments

include:

e Operational Meteorology: This comprises activities concerning operational meteo-
rology coordinated by the World Weather Watch (WWW) of the World Meteorolog-
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Parameter Characteristics
Scan Type Step and dwell
Scan Rate 8s
IFOV 3.33°
IFOV Size at Nadir 48 km
Pixel/View 4
Views/Scan 30
Swath +48.3° +1026 km
Spectral Range 645 t0 2760 cm™! | 15.5 t0 3.62 um
Spectral Resolution 0.35t00.5cm™!
Radiometric Resolution 0.25t00.5K
Lifetime 5 years
Power 200 W
Mass 210 kg
Size 1.2mx1.1mx1.1m
Data Rate 1.5 Mbits s~ *
Table 2.2: Main Specifications of the IASI Instrument (sources: http://www.esa.int and

http://smsc.cnes.fr/IAST/).

ical Organization (WMO) like forecasting beyond 12 hours and operational Numer-
ical Weather Prediction (NWP) based on assimilation techniques and computing
facilities. The high spectral resolution of IASI conjugated with the performance of
the remaining METOP instruments will bring NWP in a position to provide temper-
ature and humidity profiles with improved accuracy and vertical resolution which
will result in a major increase in quality.

Climate Monitoring and Global Change: To understand global changes of the cli-
mate systematic observations of parameters such as sources and sinks of greenhouse
gases, clouds (which influence the radiative transfer), ocean and land surface tem-
peratures, and the hydrological cycles are needed.

o Atmospheric Chemistry: The increasing concentration of different trace gases will

effect the climate and the chemical equilibrium. Since IASI and its companion In-
struments will observe atmospheric constituents such as Oz, CHy, N2O, CO, and
SO,, valuable information about chemical processes and their impact on atmo-
spheric composition and climate processes can be obtained.

Since the IASI data will have potential for use in various operational and research

applications an intensive and effective research and development is required to obtain a
successful interpretation and application of it. For this purpose CNES and EUMETSAT
have established the IASI Sounding Science Working Group (ISSWG), following the re-
lease of a first Announcement of Opportunity (AO) for the scientific preparation of the
IASI mission in 1995. Current scientific activities involve:
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e radiative transfer modeling to compare simulated radiances with IASI radiances,

e simulation of IASI instrument processes, as well as on-board and on-ground data
ingest processes,

e development of data pre-processing methods including combination of IASI data
with data from other instruments on board of METOP,

e development of data inversion algorithms to retrieve temperature, humidity, ozone,
other minor constituents and many other geophysical variables,

e monitoring, quality control, and validation processes of IASI data and products, and

e preparatory studies of appropriate interface development between IASI data and
applications.

The primary objective of IASI is the retrieval of atmospheric profiles of temperature
and humidity with improved resolution and accuracy as compared to current (e. g. HIRS)
infrared instruments. The most important targets are:

e temperature profiles with an average accuracy of 1 K and a vertical resolution of
1 km (at least in the troposphere) and

e humidity profiles with an accuracy of 10% and 1 to 2 km vertical resolution.

Further products that can be retrieved from IASI measurements are ozone profiles (in
particular column content), cloud parameters (like cloud cover, cloud top temperature, and
liquid water amount), column amounts of N,O, CH,4, and CO, and sea- and land-surface
skin temperatures.

Spectral Specifications

The TASI sounder provides spectra of high radiometric quality in a wavenumber range
from 645 cm™! to 2760 cm™* (corresponding wavelength range is 15.5 ym to 3.62 ;um)
with a constant sampling interval of 0.25 cm~!. This nominal spectral sampling was de-
termined by the line-spacing in the CO, absorption bands. The final choice of 0.25 cm™!
was found adequate to provide sufficient spectral resolution for all defined objectives.

The spectrum measured by the instrument equals the ideal spectrum convolved by an
appropriate instrument function, termed as the Instrument Spectral Response Function
(ISRF). The spectral resolution, dv, is then defined as the full width at half maximum
(FWHM) of the ISRF and is 0.35 cm™!. Apodization refers to the removal of false side-
lobes of the instrumental spectrum, introduced by the finite optical path displacement
in the interferometer. The resolution slightly degrades due to apodization, leading to a
resolution of about 0.5 cm~! for the apodized spectrum. A further relevant instrumental
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H range [cm '] ‘ range [pm] ‘ dv [em™] ‘ € ‘ retrieved parameter ‘
temperature, O3,

cloud properties
humidity, N-O,

CHy, SO
temperature, CO,

Band 3 || 2000-2760 | 5.00-3.62 | <0.50 | <0.092 | NoO, CHy, surface
and cloud properties

Band 1 645 -1210 | 1550-8.26 | < 0.35 < 0.046

Band 2 || 1210-2000 | 826-5.00 | <0.39 | <0.056

Table 2.3: TASI spectral bands, resolution Jv, shape error index ¢, and retrieval parameters.

parameter is the shape error index e, which specifies the error of the knowledge of the
ISRF (for details see subsection 2.2.3).

The full spectral range of the IASI instrument is subdivided into three bands. Table 2.3
gives the boundaries of the three bands, their unapodized resolution dv, the shape error
index ¢, and the parameters which may be retrieved in the particular band. As mentioned
above, the apodized resolution will be slightly lower.

These three bands include, in particular, the large water vapor absorption band at
1250-2000 cm™! (8-5 um, center at 6.3 pm) and two strong CO, bands, one near
645 cm~! (15.5 um) and the other near 2325 cm™*! (4.3 pm). Finite spectral signatures of
interest are caused by O3, CH,, N>O, CO, and SO, (see Table 2.4 for detail).

‘ Spectral Range ‘ Primary Application ‘
650 - 770 cm~! | Temperature sounding (CO, band)
770 - 980 cm~! | Surface and cloud properties

1000 - 1070 cm™! | O3 sounding

1080 - 1150 cm™! | Surface and cloud properties

1210 - 1650 cm™! | Water vapor and temperature sounding

(and N,O, CHy4, and SO»)

2100 - 2150 cm™! | CO column amount

2150 - 2250 cm™! | temperature sounding and N,O column amount
2350 - 2420 cm~! | temperature sounding

2420 - 2700 cm~! | Surface and cloud properties

2700 - 2760 cm~' | CH4 column amount

Table 2.4: TASI spectral range (source: http://www.esa.int and http://smsc.cnes.fr/TAST/).

Radiometric Specifications

IASI measures radiance from a blackbody within the temperature range 4 to 315 K. The
radiometric noise for the instrument is specified in terms of noise equivalent to temper-
ature difference (NEAT) at a given reference temperature of 280 K. This value includes
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all noise contributions such as noise induced by detectors, amplifiers, analogue/digital
converter, digital data processing errors, errors due to field-of view motion, fluctuation
of the wavelength, radiometric calibration errors, or the errors induced by a inaccurate
knowledge if the ISRF. In Table A.5 in appendix A the radiometric noise for a reference

temperature of 280 K is given for every 50 cm™*.

IASI calibration relies on measurements of cold and hot reference targets once every
scan line. The absolute calibration accuracy is better than 0.5 K at 280 K. The homo-
geneity of the calibration depends on parameters such as the spectral position, the orbital
repeatability, the lifetime repeatability, and the geometry, each one introducing an nomi-
nal error less than 0.15 K.

The IASI imager, whose aim lies mainly in the detection of clouds, is a broadband ra-
diometer with one infrared channel ranging from 3.7 to 4.0 um and measures a blackbody
radiance within 4 to 315 K, too. The NEAT will be less than 0.5 K at the reference tem-
perature specified above. The calibration accuracy is better than 1 K at 280 K reference
temperature.

2.2.3 Measurement Principle

As mentioned above, the concept of the IASI instrument is a Michelson type Fourier inter-
ferometer. Albert A. Michelson (1852 — 1931) constructed his two-beam interferometer
more than a century ago primarily to set up the famous Michelson and Morley experiment
which should measure the motion of the earth relative to the ether. The negative result of
it caused a major revision of the classical space time concepts and motivated A. Einstein
to propose his Theory of special relativity.

To gain spectral information, Michelson looked at the "visibility curve” while gradu-
ally increasing the path in one arm of his interferometer. Applying a Fourier Transform
using a mechanical Fourier analyzer constructed by himself and Stratten (1898), he was
able to generate crude spectra of simple cases (single narrow red cadmium line as well as
the yellow sodium doublet). But it lasted more than half a century until the potential of
the instrument was recognized as a powerful spectrometer.

The advantage of the Michelson interferometer arises basically from two concepts
[Bell (1972)]. The first is termed the étendue or throughput advantage, expressed by P.
Jacquinot and C. Dufour (1948, c. f. [Hanel et al. (1992)]), which states that the flux
throughput and brightness can be considered constant in a lossless optical system from
the source to the detector. The size of the throughput is proportional to the power and
it was found that under comparable conditions much more power can be put through an
interferometer than through the best grating spectrometer. This high étendue has been
fully realized with space-based interferometers observing the planets from outer space,
but it may not always be possible to obtain it in other applications (e. g., stellar or low
resolution planetary spectroscopy from the ground).

The second major advantage is called the multiplex advantage first stated by Fellgett
(1958, c. f. [Hanel et al. (1992)]): Within a given spectral range the instrument measures
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all spectral intervals simultaneously, while on the other hand conventional grating spec-
trometers are receiving information only in a narrow band (determined by the exit slit) at
a given time.

Measurement Setup

The functional principle of a Michelson type Fourier interferometer is illustrated in Figure
2.7. The essential part of the instrument is the beamsplitter (A) whose function is to
devide the incoming radiation beam into two parts of — nearly — equal intensity. After the
reflection of one part of the radiation by a stationary mirror (B) — corner cube reflectors in
the case of IASI — and the other part by a movable mirror (C) the beams are recombined
at the beamsplitter and sent towards the detector (D). The moving mirror can be shifted
smoothly within a distance (arm displacement) of +L (where L=1 cm in the case of IASI)
to obtain an OPD denoted by ¢ (and therefore a phase difference) of 2L between the two
beams at the detector. (A further phase shift is gained due to the difference between the
internal and the external reflections at the beamsplitter [Born and Wolf (1999)].)

Figure 2.7: Picture of the laboratory breadboard of the IASI instrument and corresponding optical path
diagram of a Michelson interferometer (source: http://smsc.cnes.fr/IASl/).

If we suppose a colliminated beam of monochromatic radiation striking the beamsplit-
ter while the two mirrors are in the same distance to it (i. e. both arms have equal length)
— this is called zero path difference (ZPD) 6 = 0 — in a non-absorbing beamsplitter the
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phase difference between internal and external reflection is 7. In this case both arms inter-
fere destructively from the point of view of the detector. Shifting the movable mirror by a
quarter of a wavelength () results in a phase difference of A/2 (or ) and therefore con-
structive interference at the detector. Hence the variation of the OPD produces a variation
of the interferogram, which corresponds to the detection of the signal versus the OPD.

Each wavenumber produces its own characteristic flux pattern of the combined beams.
In the case of a polychromatic source the interferogram is the sum of the fluxes of each
wavelength.

Fourier Transform Analysis and Interferometry

The spectrum (radiances versus wavenumbers) is obtained by performing a Fourier Trans-
form (FT) analysis of the (digitized) interferogram.

The FT F(y) of a function f(x) is mathematically defined as follows:

F(y) = / f(z)exp [i2myx] dx = FT{f(z)}, 2.1
and the inverse Fourier Transform reads:
o) = / Fly) exp [—i2rya] de = FT-L {F(y)} . 2.2)

These two formulas constitute a pair used to transform a function from spatial or tempo-
ral domain into a wavenumber or frequency domain and vice versa. Following now the
derivations of a standard Fourier transform book like [Bell (1972)] we finally obtain the
inverse complex Fourier transform B(v):

Bv) = / h [IR(é) - %IR(O)} exp [—i2m6) do (2.3)

—00

implying that B(v), the intensity at wavenumber v, is the Fourier transform of the inter-
ferogram (the flux versus the OPD, ).

In case of IASI this means that /(J) is measured by moving the corner cube between
+1 cm, thus § is explored within 2 cm. Then I(0) is determined at the ZPD position,
and B(v) is calculated according to Equation 2.3. Usually [/5(6) — 51z(0)] is referred
to as interferogram, that is the oscillation of Ig(8) about 57(0).

Apodization and Instrument Spectral Response Function

The basic inverse Fourier transform integral, Equation 2.3 has infinite limits for the OPD,
but in practice the interferogram can only be measured out to some ¢. This produces
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phenomena called ringing (or in case of the spectrum, sidelobes). The necessary modi-
fications to correct these artifacts are termed apodization. Apodizing a function usually
means multiplying the interferogram by an apodization function, which removes the false
sidelobes introduced into the spectra by the finite OPD.

The spectrum calculated for finite OPD is called instrumental spectrum, B;(v):

L
1
Bi(v) = / {13(5) - §IR(O)} exp [—i2mvd) dd (2.4)
~L
where L is the maximal arm displacement. This FT would introduce sidelobes in the
spectrum resulting from the finite J. Let’s now multiply the integrand by an apodization
function A(J):

L
1
Bi(v) = / {13(5) - 513(0)] A(8) exp [—i2mvd] do. 2.5)
~L
This states, that [Iz(0) — 215(0)] A(6) is the FT of the instrumental spectrum Bj(v).
If chosen correctly, the spectrum resulting from Equation 2.5 will be closer to the ideal
spectrum B(v) than the unapodized spectrum (Equation 2.4) but with a lower spectral
resolution.

Let us take the rectangular function — rect (0) — for A(J) as a reference case:

1 ]9 <L
A(0) = rect(0) = {O :5: ; / (2.6)
Therefor we can rewrite the instrumental spectrum:
Bi(v) = /Z {]R(é) - %]R(O)] rect(d0) exp [—i27vd] dd. (2.7)
Applying a FT on Equation 2.7 results in:
FT{B;(v)} = {IR(cS) — %IR(O)} rect(9). (2.8)
Considering now equation 2.3 we can write the FT of the ideal spectrum as follows:
FT{B(v)} = {IR((S) — %IR(O)} . (2.9)

In defining a function F'(v) to be the FT of the rectangular function rect (0), we can write:
FT{F(v)} = rect(9). (2.10)
Substituting Equations 2.9 and 2.10 into Equation 2.3 we obtain:

FT {B;(v)} = FT{B(w)} FT {F(v)}. 2.11)
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With the convolution theorem which states that FT of the convolution of two functions is
the product of the FT of two functions, we get:

FT {B;(v)} = FT{B(v) ® F(1)} . (2.12)

The FT of a rectangular function gives a sinc function (see Figure 2.8), defined as:

sin(x)

sinc(x) =
T

Taking this into account, the FT of the rectangular apodizing function A(9) specified in
Equation 2.6 can be evaluated as:

F(v) = 2L sinc(2nv L) (2.13)

1.0 ]
0.8 —
- sinc (x) E
0.6 sinc®(x/2)  —
0.4 -
0.2— —
0.0
-0.2— \\/ —
—0.4— —
L ! ! ! ! ! ! ]
—4 —3m —2m - 0 ™ _2m 3m 4

Figure 2.8: Black line: sinc(xz); gray line: sinc®(x/2).

In general F'(v) is representing the FT of the apodization function. It is termed the
instrumental spectral response function (ISRF) or just instrument function. Hence, we
can rewrite Equation 2.12 in the form:

B;(v) = B(v) ® ISRF. (2.14)

implying that the instrumental spectrum is the convolution of the ideal spectrum with the
ISRF.
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To show the impact of the apodization we assume a monochromatic source with
wavenumber 1. A radiation field of this kind can be represented as a positive Dirac-
Delta function (distribution) ${dp(v — 1) 4+ dp (v + 1) }, where the subscript D denotes
the Dirac-Delta function to distinguish it from the OPD §. The interferogram (i. e. the
FT of the spectrum) is a cosine wave given by cos(2m1y0). Therefore the instrumental
spectrum of a monochromatic source is:

B[(Vo) = 2L Sil’lC(Q’]TI/()L), (215)

which is indicated as the black line in Figure 2.8. The function shows quite significant
(and deep) sidelobes. Introducing now a triangular apodization function A(5) = 1—|d|/L
yields a spectrum — and in case of a monochromatic source also the ISRF — described by:

B(vy) = L sinc®(muvL). (2.16)

This function is shown as the gray line in Figure 2.8. It can be seen that on the one
hand the apodization results in a decrease of the depth of the sidelobes whereas on the
other hand the spectral resolution (defined as the FWHM of the ISRF) v increases in
comparison to the rectangular apodization function. In Table 2.5 a few commonly used
apodization function, their ISRF, and the FWHM’s of the ISRF are summarized.

| | Apodization Function | ISRF | FWHM |
Uniform 1 2 Lsinc(2rvL) 1.217
(rectangular)
Bartlett 16| . 9
(triangular) -7 Lsinc*(mv L) 1.77m
Cosine cos (22) % 1.647
Gaussian exp ;T(Sj 2 fOL cos(2mvd) exp ;dedé \/—8 Inio
Hamming || 0.54 + 0.46cos (%) | LOLOS0OIL% yine(anvL) 1.827
Hanning cos? (22) % 2.007

Table 2.5: Selected apodization functions, their corresponding ISRF, and the FWHM of the ISRF (o is the
square root of the Gaussian variance).

The ISRF of the IASI instrument is a 0.5 cm~! full width at half height (FWHH)
Gaussian with a cardinal sinc function whose interferogram is a £2 cm box function
corresponding to the IASI +2 cm OPD [Cayla (1996)].

2.2.4 Data Products

The data obtained from the IASI instrument will be classified into 4 levels — Level 0 to
Level 3. All Products except the Level 0 data are processed on ground. The main purpose
of the TASI Instrument will be to deliver temperature and water vapor profiles for NWP
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at accuracies of 1 K or 10%, respectively, at a high vertical resolution. Additionally,
cloud parameters, surface skin temperature, surface emissivity, and trace gases like ozone
profiles, and column amounts of CO, CO,, N,O, and CH, will be gained. Another aim is
the direct use of IASI radiances for NWP assimilation schemes.

To obtain the best analysis of the IAST measurements, the so called Level 2 processing
combines IASI with concurrent measurements of AVHRR, AMSU-A, MHS, and ATOVS
Level 2 Products. Of course a IASI stand alone processing is possible, too.

The following listing provides an overview on the special IASI data products (source:
http://smsc.cnes.fr/IASI/):

e Level 0: Raw IASI measurement data. After on-ground demultiplexing Level O
data includes pre-calibrated spectra, the corresponding non calibrated images, cali-
bration images, verification data and auxiliary data necessary for further processing.

e Level 1a: Non apodized calibrated spectra and corresponding images. This step of
processing comprises data decoding, radiometric post-calibration, spectral calibra-
tion, IASI/AVHRR coregistration via IASI images, geolocation and dating.

e Level 1b: This data product is a Level 1a data re-sampled to the nominal interval.

e Level 1c: An apodized Level 1b data to obtain a nominal Instrument Spectral Re-
sponse Function. This level includes also an analysis of the AVHRR radiances over
the TASI pixels.

e Level 2a: Geophysical products derived from IASI in a stand-alone mode: profiles
of temperature, humidity, and ozone, surface temperature, trace gas distribution,
cloud parameters, etc. Level 2a data may exist as interim geophysical products dur-
ing the commissioning and pre-operational IASI mission phases and as geophysical
products after upgrading of the processing software at the end of the pre-operational
phase. Some of them might be merged into a more limited number of geophysical
product records depending on the processing architecture and needs of users.

e Level 2b: Geophysical products derived after co-processing of IASI data and those
of the companion meteorological instruments. These products may be similar to
Level 2a products but with higher accuracy and resolution and/or extracted over a
wider range of cloudiness. Or they are additional geophysical products which can
only be derived in a synergistic mode.

e Level 3: Gridded and time-averaged geophysical products derived from Level 2b
products possibly in combination with information not obtained from EPS but from
other sources (data from NWP forecasts etc.).
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Chapter 3

Discrete Inverse Theory

The aim of inverse theory is to obtain useful information about the physical world as a
result of drawing meaningful conclusions from observations. The term inverse theory
should be seen in contrast to a forward theory, which is defined as the process of pre-
dicting the results of measurements on the basis of some general principles — the model —
and a set of specific conditions — the parameters of the model — which are relevant to the
problem dealt with [Menke (1984)]. As its name implies, inverse theory tries to solve the
reverse problem: based on observations and a model it has the attempt to deduce estimates
of the model parameters. It has to be pointed out that the inverse theory wants to provide
information about the unknown numerical parameters that go into the model, and not to
establish the model itself. Nevertheless it can often provide a useful method to test the
correctness of a model.

In this chapter a short review of the aspects of inverse theory restricted to dis-
crete linear and moderately non-linear problems (as they occur in the problems treated
here) is given. For details see e. g. [Menke (1984), Rodgers (2000), Maybeck (1994),
Maybeck (1982)].

3.1 The Forward Model

3.1.1 Theoretical Considerations on Forward Modeling

The state of a physical system, x of dimension n (e. g. temperature profile, humidity
profile, etc.), can be related to measurements, y of dimension m, via a forward model
(function), f by:

y="f(x)+e 3.1

where € is defined as the measurement noise. The forward model is the theoretical rep-
resentation of the physics of the treated system. It has to be pointed out that f is only a
model — a theoretical approximation — of the underlying physics, since the real processes
may be too complex and in some aspects they may not be fully understood. The forward
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model should be constructed in such a way that the detailed physics is prepared to an
adequate accuracy [Maybeck (1994)].

Here a problem is worth mentioning. Since on the one hand our measurements are
always discrete quantities whereas on the other hand the quantities to be retrieved are in
most inverse problems continuous, most of the inverse problems are formally ill-posed
or under-constrained in a theoretically sense. This problem can be solved by discretizing
this continuous functions into a finite number of parameters. A further opportunity of the
usage of a finite grid is that one can use vector-algebraic methods for solving the problems
rather than the more general algebra of Hilbert spaces.

The forward model f can be a linear or non-linear function of the state vector. Sup-
posing that f is governed by a nonlinear relation between x and y we are able to linearize
the problem by expanding it in a Taylor series about an initial guess state Xy:

of
y = f(xo) + % +0(x —x0)?) + € (3.2)

X=X

The matrix of partial derivatives of the forward model with respect to x evaluated at
x = X, is denoted by K and is called the weighting function matrix of dimension m X n.
(Derivatives of this type are known as Frechet derivatives. The term weighting function
matrix is mostly used by the remote sounding community. Amongst other terms it may
also be called the Jacobian matrix, the kernel (for this reason it is denoted by K), and the
tangent linear model.)

When ignoring higher order terms, which is appropriate for nearly linear or moder-
ately non-linear problems, we can rewrite Equation 3.2 as:

y —f(x0) = K(x—x¢) + € (3.3)

Within the framework of discrete inverse theory the forward and the inverse problem
can be considered as an algebraic mapping between two vector spaces: the state space
(of dimension n) and the measurement space (of dimension m). From this point of view
performing a measurement is equivalent to a mapping from the state space into the mea-
surement space (represented by the weighting function matrix K), whereas the inverse
problem is that of finding an appropriate inverse mapping from the measurement space
back into the state space. Therefore each row of K can be considered as a vector k;
(weighting functions) in the state space.

3.1.2 Range and Null-space of the Forward Model Operator

At the beginning we want to consider a linear problem with an arbitrary number of di-
mensions in the absence of measurement errors:

y = Kx (3.4)
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The solution of this problem involves the determination if the problem has no solutions,
one specific solution, or an infinite number of solutions. In particular, if there is no solu-
tion or no specific solution, it has to be investigated what and how much information can
be extracted from a measurement y about the state x.

The m weighting functions k; span a subspace of the state space — called the row
space or range — whose dimension is smaller or at most equal m, depending on the linear
dependency of the k;’s to one another. The dimension of this subspace, the rank of the
matrix K, denoted by p, equals the linearly independent rows. If there are more measure-
ments than parameters (' > n), the rank can not be grater than n, but can even be less.
In this case the range does not comprise the whole state space. The weighting function
matrix has also a column space of dimension p which is a subspace of the measurement
space.

Suppose we have an orthogonal basis for the state space having p orthonormal base
vectors forming the row space, and n — p base vectors outside which are orthogonal to
the row space. Hence only components of the state vector lying in the row space will
contribute to the measurement, all other components will give a zero contribution, i. e. are
unmeasurable. This n — p dimensional space being orthogonal to the row space is called
null space of K.

These properties of the weighting function matrix can be utilized to determine the
solvability of a problem. If a null space is existing, i. e., p < n, the problem is underde-
termined. Hence the solution is not unique since there are components of the state space
(parameters) which can not be determined by the measurement.

Let us consider for a moment only the components of the state vector in the range of
K. They are overdetermined if m > p, or well- or even-determined if m = p. Hence
a problem can be simultaneously over-determined (in row space) and under-determined
(if there is a null space). This condition is called mixed determined. Of course it is also
possible that there are more measurements than unknowns (m > n), and nevertheless the
problem is under-determined (p < n). A problem is well determined only if m = n = p.

In summary we can say that if a problem is well determined a unique solution can be
found. If the problem is overdetermined in the row space and we suppose that there is no
measurement error, the measurements are either linearly related in the same way as the
k;’s or they are to some degree inconsistent, which is the normal situation if measurement
errors are present.

3.2 The Inverse Problem

Supposing we have no measurement errors, the solution of the inverse problem to Equa-
tion 3.4 is to find an appropriate inverse mapping function from the measurement space
into the state space, K79, where g denotes the generalized inverse. Hence the inverse
problem can be formulated as:

Xyetr = K_QY7 (35)



56 CHAPTER 3. DISCRETE INVERSE THEORY

where X, is the retrieved state. If a unique solution exists (i. e. the problem is well-
determined), the generalized inverse is simply the inverse of the weighting function ma-
triv, K.

3.2.1 Least Squares Solution

In the case of an over determined problem (more measurements than unknowns (m > n),
and the matrix K being of full rank (p = n)), the solution is non-unique to the same
degree as the system is inconsistent, but it is possible to define a best approximate answer
determined by the principle of minimum misfits. Therefore one has to minimize the norm
|Kx — y||», which becomes the well known least-squares solution, if the L,* norm is
used. The generalized inverse is in this case given by:

K= (K'K) K, (3.7)

yielding:
Xpetr = (KTK) T K"y, (3.8)

3.2.2 Truncated SVD

Let us next look at the case of a mixed-determined problem (i. e. simultaneously over-
and under-determined). For this case the generalized inverse can be found by performing
a special type of eigenvalue decomposition of the weighting function matrix, called the
singular value decomposition (SVD) (see, e. g., [Press et al. (1992)]).

*The term norm is used to refer to some measure of length or size and is indicated by a set of double
vertical bars: ||A|| is the norm of the vector A. The most commonly used norms are those based on the
sum of some power of the elements of the vector and are given the name L,,, where n is the power:

Linorm:  [[Afy = | Y|4
1/2
Lonorm: — [[Afp = | |4
1/n
L,norm: |A], = Z |A;|"
Loonorm: |A|lcc = max|A;]. (3.6)

The limiting case L, gives only a weight to the largest element, which means it is equivalent to the selection
of the vector element with the largest absolute value as the measure of length.
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In SVD one starts from the assumption, that any m X n matrix with m > n can be
written as the product of a m X n column-orthonormal matrix U, with a n x n diagonal
matrix A which has positive or zero diagonal elements (the singular values, \;) times the
transpose of a (n x n) orthonormal matrix V:

K = UAVT, (3.9)
where U and V have to satisfy the orthonormality requirement:
U'u=v'v=I (3.10)

with I as the identity matrix. The singular values are equal to the square-roots of the
eigenvalues of K'K (if m > n, or of KK, if n > m). If K is of full rank, i. e.
p = min(m,n), its singular values are all > 0, which yields a generalized inverse of:

K 9=VA1UT, (3.11)

where the diagonal elements of A~ are simply the reciprocals of the singular values.

If K is rank deficient, there are singular values which equal zero, introducing an in-
finity problem in A~! (1/\; = 1/0), which is therefore undefined. In SVD this problem
is solved by replacing those values of 1/)\; which are infinite with 1/\; = 0 establishing
a truncated matrix A~9. Hence, the generalized inverse of the mixed determined problem
of Equation 3.5 can be written as:

Xrerr = VAIUTy. (3.12)

Using SVD opens up the possibility of a clear diagnosis of the problem. Therefore a
so called condition number of a matrix is defined as the ratio of the largest of the \;’s
to the smallest )\;. A problem is singular if its condition number is infinite, and it is
ill-conditioned if its condition number is too large, i. e. the reciprocal approaches the
machine’s floating point precision (10~° for single precision, or 1072 for double preci-
sion; see [Press et al. (1992)]). Having an ill-posed problem it is thus appropriate to use
a truncated SVD solution even for \; ~ 0 — typically if A\00/Amin >~ 102 — since the
very small singular values introduce an intolerably high error amplification in applying
the inverse mapping to the measurement vector.

3.2.3 Optimal Estimation

In case of an ill-conditioned problem it is generally unavoidable to incorporate additional
a priori information to get a meaningful result. A consistent theoretical framework to do
this in a transparent and explicit manner is provided by the Bayesian approach leading to
the optimal estimation algorithm:

Xretr — Xap + SretrKTSE_I (y - Kxap) ) (313)
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where x,,, is the a priori state vector, S is the measurement error covariance Matrix, and
S,etr» the retrieval error covariance matrix is given by:

Sretr = (KTST'K +S.1) (3.14)

where S, is the a priori error covariance matrix. As implied in the retrieval algorithm
(with the presence of the measurement error covariance matrix) we are no longer dealing
with a system without errors, but we are assuming measurement errors in this case. Hence,
the forward modeling Equation 3.4, inverted by the optimal estimation algorithm expands
into the from:

y = Kx + ¢, (3.15)

where € is the (random) error vector.

A detailed description of the Bayesian approach and a derivation of optimal estimation
algorithms, mostly based on [Rodgers (2000)], is given in the section 3.3.

3.2.4 Other Methods

The methods described above are designed to solve linear problems, but for many cases
this can not be assumed. The particular algorithm used to treat non-linear problems de-
pends on the degree of non-linearity of the problem (a method to detect the degree of
non-linearity is presented in [Rodgers (2000)]). A way to deal with e. g. moderately
non-linear problems is the iterative optimal estimation algorithm — also called the Gauss-
Newton scheme — which is described in section 3.3, too:

Xiy1 = Xgp T SiKingl (v —y:) + Ki(xi — xap)] (3.16)

where the subscript 7 is the iteration index, and y; = f(x;), i. e. the forward model evalu-
ated for the i-th iteration. The iterative retrieval error covariance Matrix S; can be written
as:

1

Si=[S, +K/S.'Ki| . (3.17)

Dependent on the quality of the used a priori profile, the first or the first
two steps may need special aid with convergence due to linearization errors, which
is often dealt with in extending the Gauss-Newton scheme to the Levenberg-
Marquardt scheme [Rodgers (2000), Rieder and Kirchengast (1999)], which is a solu-
tion of second order to the non-linear least-square problem (see e. g. [Rodgers (2000),
Press et al. (1992)]). Applying the Levenberg-Marquardt solution to the Gauss-Newton
method yields:

xis1 =%+ (S, + K{S.'K; + %D)_l {K/S ' [y —yil =S, [xi — Xqp|} . (3.18)

ap

where ~; is the step size and D is a scaling matrix (e. g., D = S;pl .
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A more simple but often equivalently effective extension was introduced by
[Liu et al. (2000)] termed the "D-rad” method. It is used in the current study and de-
scribed in detail in chapter 5.

A comparatively new method which is used for the operational inversion of the IASI
data is the Neural Network approach. An introduction to this scheme is, e. g., given by
[Hastie et al. (2001)], whereas an application of neural network algorithm to the TASI
data, preparing a joint temperature, humidity, and ozone profile retrieval is presented by
[Aires et al. (2002)].

3.3 The Optimal Estimation Principle

3.3.1 The Bayesian Approach

Since we have to assume real measurements to be noisy, which means that they are sub-
ject to experimental errors, useful retrieval algorithms have to include such uncertainties.
A very helpful and general way of dealing with noisy inverse problems is the Bayesian
approach, where some prior knowledge (or expectation) of a special quantity is combined
with new information. In particular, Bayes’ theorem tells us, how an imperfect measure-
ment (resulting from experimental errors), quantified by a probability density function
(pdf) maps into the state space and is there combined with an also imperfect prior knowl-
edge, which is quantified by a pdf, too.

A pdf is a scalar-valued function depending, in our case, on state and measurement
vector, respectively. Let us start by defining:

P(x) as the prior pdf of the state x. Hence, the quantity P(x)dx (with
dx being a short form for: dx; - .. .- dx,) is the probability, before
performing the measurement that x lies in the range (x, x + dx).
P(x) is normalized to 1: [ P(x)dx = 1.

P(y) as the prior pdf of the measurement with a similar meaning and
normalization. P(y) is therefore the pdf of the measurement be-
fore it is made.

P(x,y) as the combined prior pdf of x and y, meaning that P(x,y)dxdy
is the probability that x lies in the interval (x,x + dx) and y lies
in (y,y + dy).

P(y|x) as the conditional pdf of y for a given x, meaning that P(y|x)dy
is the probability that y lies in the range (y,y + dy) when x has
a given value.

P(x|y) as the conditional pdf of x for a given y, meaning that P(x|y)dx
is the probability that x lies in the range (x,x + dx) when y has
a given value.

Evaluating this quantitatively, we can say that P(x) is given by the integral of the
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combined prior pdf, P(x,y), over all values of y:

P(x) = /oo P(x,y)dy, (3.19)

—00

and P(y) is found likewise. The conditional pdf, P(x|y), is proportional to the values of
P(x,y) as a function of x for a given value of y. The proportionality constant is set in a
way that [ P(x|y)dx = 1:

P(x,y)

TPy~ Ply) (3:20)

P(xly) =

Equivalent arguments can be used to show that P(y|x) = P(x,y)/P(x). By eliminating
the combined prior pdf we obtain Bayes’ theorem as the relationship between the two
different conditional pdf’s (see [Rodgers (2000)]):

P(xly) = % : (3.21)

P(x[y) is the posteriori pdf of the state for a given measurement. What we want to
update with the measurements is the prior knowledge P(x) of the state. To get P(y|x),
which describes the knowledge of y that would be obtained if the state were x, we only
need the forward model and the statistical description of the measurement error. The
only remaining quantity is the denominator, P(y), which formally can be obtained by
integrating P(x,y) (i. e. P(y|x)P(x)) over all x. In practice, this is only a normalizing
factor which is often not needed.

Bayes’ theorem gives us a conceptual approach for solving the inverse problem:

e Before performing a measurement we have prior knowledge of the state expressed
by a prior pdf.

e The process of measuring is expressed by a forward model which maps the state
space into the measurement space.

e With Bayes’ theorem we have a formalism to invert the mapping and calculate a
posterior pdf by updating the prior pdf with a measurement pdf.

3.3.2 Optimal Linear Inversion with Gaussian Statistics

In this subsection we want to illustrate the Bayesian approach for a linear problem,

y = Kx + ¢, (3.22)
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(definitions of the dimensions of the vectors and the matrix see subsection 3.1.1) with
Gaussian (normal) distributed pdf’s:

1 1 o )
P(x) = WGXP{—Q(X—X)TSJ(X—X)}, (3.23)

where S, is of dimension n X n and has to be non-singular (the meaning of a singular S,
is that there are components which are known exactly). The maximum probability value
for x equals the expected value, E'[x| = X, because the distribution is symmetric about
x = X. In general, S, is defined as:

S = F |(x - Elx)) (x - Ex)"| = B |(x = %) (x = %", (3.24)
where E denotes the expectation value operator.
With the assumption of normal distributed (unbiased) errors:
Elel =0, (3.25)
the mean of the measurements can be evaluated to:
Ely] = E[Kx + €] = Kx + E [¢] = KXx, (3.26)
and thus, the covariance Matrix of the measurement reads:

El(y —Kx)(y —Kx)']| = F [ee"] =S.. (3.27)

The next step is to obtain the pdf of y conditioned on x (i. e. the description of the
forward model):

1 1
P(ylx) = S P {—5 (v -Kx)' S (v - KX)} : (3.28)

Finally, the statistical models for x and y — P(x) and P(y) — are required. Therefore, let
X4p be an estimate of the normally distributed x before the measurements were performed.
a priori mean and a priori error covariance matrix are then defined as:

E[X] = Xap, (3.29)
E [(x — Xap) (X — Xqp)" | = Sap- (3.30)

Thus the prior knowledge of x is described by:

1 1 _
P(x) = CORE NI exp {—5 (x — xap)T Sa}p1 (x — xap)} ) (3.31)

TFor modeling pdf’s the Gaussian distribution is commonly used since many processes are well de-
scribed by it and because it is algebraically convenient.
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We find by definition, that the error x — x,, committed by using x,, as an estimate of x
before the measurements are taken is unbiased, and that the covariance equals the state
a priori error covariance matrix given in Equation 3.30. Furthermore, the quantity Kx,,
can be regarded as a measurement prediction before the measurements are taken:

Elyl = E[Kx + €] = KE[x] + E [e] = KX, (3.32)
The associated prior measurement error covariance matrix can be evaluated according to:

Seap =F [(y - KXap) (y — Kxap)T]
= E [(Kx + € — Kx,,) (Kx + € — Kx,)" ]
=K"E [(x — Xqp)(x — Xop)" | K+ E [€€” ]
=K’S, K +S., (3.33)

and therefore the pdf of the predicted measurements reads:

1 1 T et
P(y) = 2m)"2]S |12 exp {—§ (y — Kxup)” Scap (v — Kxyp) } (3.34)
Again the error y — Kx,, committed by the estimate Kx,, of y prior to the measurements
is unbiased, and hence the error y — Kx,, and the measurement vector y are sharing the
same covariance, S 4, (c. f. Equation 3.33).

Substituting now the Equations 3.28, 3.31, and 3.34 for P(y|x), P(x), and P(y),
respectively, into Bayes’ theorem (Equation 3.21) we obtain the posterior pdf, which cor-
responds to the estimate of the state after the measurements have been taken:

Plxty) = Aexp {5 [iy - K078 (v~ Kx)

2
(x — Xap)T S;pl (x — Xap) -
(v — Kxap) " S0y (v — Kap)| } , (3.35)
with: » . 12
Seca K*S, K+ S.

(2m)" 218 e[ V/2[Sap| /2 (27)" 2SS gp| /2

Since we are assuming Gaussian distributions, P(x|y) should also satisfy:

l (x—%)"8! (x— fc)}, (3.37)

P(xly) = ————
(i) = g exp{ !

where P(x|y) is completely specified by its mean, representing the optimal estimate, and

by the associated estimation (or retrieval) error covariance matrix:

Ex]=x%x (3.38)
S=E[x—-%x)(x-%x)"]. (3.39)
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Comparing the factor A from Equation 3.36 with the fraction preceding the exponential
function in Equation 3.37 we obtain a representation for the retrieval error covariance
matrix:

S =SS, (K'S, K +S,) "
= (K'S;'K+58,)) . (3.40)

It should be mentioned that another form of the retrieval error covariance matrix which
will be used in subsection 5.2.1 reads as follows:

S =S, — Si,K” (K”S,,K +S,) ' KS,,. (3.41)

On the other hand, the comparison of the two exponential terms of the Equations 3.35 and
3.37 and the usage of Equation 3.40 is resulting in:

%= (K'ST'K +S.1) " (K'S 'y + S, %)
= xop + (KTST'K +S,1) T K'ST! (y — Kxp)
= Xqp + SKTS! (y — Kxgp) (3.42)

where we have used the identity S;! = S™! — K”S_'K (see Equation 3.40)f. The
difference y — Kx,, between the measurement and the estimate of the measurement is
often termed residual.

Note that the Bayesian solution to the inverse problem is not x, but it is the Gaussian
pdf P(x]y), of which x is the expected state — even the most likely state since for a
Gaussian distribution conditional mean and conditional mode are the same — and S is
the covariance. Note further, that X is a linear function of the prior information and the
measurements (what was expectable for a linear problem) and also the inverse covariance
matrix S~ is a linear function of the inverse prior and measurement error covariances.

The quantity € = (x — x), the error committed in using X as an estimate of the true
state x, is again normally distributed with zero mean:

Elf=E[x—%=F[x]—%x=%—%=0, (3.45)

The result given by Equations 3.40 and 3.42 can be obtained by various other methods. One of them is
the minimization of a cost function in a Bayesian manner using the following cost function with an arbitrary
positive semi-definite matrix S:

J= /OO (x —%)"'S (x — %) P(x|y)dx, (3.43)

— 00

which constitutes the expectation space of (x —x)" S (x —%). Optimization of this cost function,
i.e.0J/0x = 0, yields:

X = / xP(x|y)dx, (3.44)

—0o0
which is the expectation value or mean of x. Evaluating Equation 3.44 we obtain the same result as Equation
3.42 [Gelb (1974)]. Since S is arbitrary, the identity matrix can be chosen for it and we can rewrite J to the
form J = E[(x — %x)(x — %x)T] = trace[S]. Minimizing the trace of S we find that the minimum variance
estimate is just the conditional mean as described by Equation 3.42.
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and its covariance equals the covariance of the state x itself, i. e. the covariance S, given
by the Equations 3.39 and 3.40.

If we do not consider any prior information, Equation 3.42 reduces to the standard
weighted least-squares estimate:

%= (K'S.K) 'K'Sy, (3.46)
and to the form of Equation 3.8 of subsection 3.2.1 if the assumption of no errors was
made (i.e. S, = I).

In the literature two different forms of the estimate x are specified depending on
the size of the matrix being inverted. Equation 3.42 is known as the n-form (Si1 =
(K"S;'K +S_}) is of the form n x n and has to be inverted). If we substitute for S the

form given by the first line of Equation 3.40, that is S = SeSap (KTSapK + Se) _1, into
the last line of Equation 3.42, we obtain the m-form:

% = Xap + SapK” (KSo, KT +8.) " (y — Kxyp) - (3.47)

where the m x m matrix (KSapKT + Se) has to be inverted (therefore the term m-form).

Characterization Functions

Let us now investigate the above results in detail, and expand them further by deriving
characterization functions. We start with looking at the partial derivatives of the inverse
model (i. e. the retrieval) with respect to the measurements. The resulting matrix is termed
the gain matrix, G (or contribution matrix) and is of dimension n. X m:

o))
>

G

—~ Q
<

K'S/'K +S.!) K'S;!
st (3.48)

|
>
~

The columns of G, termed gain functions, give us an understanding how each measure-
ment contributes to the retrieved state. Note that the result of Equation 3.48 represents the
n-form of the gain matrix, corresponding to the n-form of the state estimate (c. f. Equation
3.42). The m-form of G is given by:

G = S, K" (KS,K" +5.) . (3.49)

Hence, we can rewrite both forms of the state estimate (Equations 3.42 and 3.47) into the
following expression:

X =Xq + G (y — Kx,))
I-GK)x, + Gy. (3.50)
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The first line indicates that the estimate is the sum of a weighted difference between
the actual measurement y and the prediction of the measurement Kx,, on the one hand
and the a priori state estimate x,, on the other hand. A further analysis of the gain
matrix (Equation 3.48 and 3.49, respectively) yields that for very precise measurements
(i. e. small S.) the gain will be large and according to Equation 3.50 it can be concluded
that the measured data contributes more to the estimated state than the prior information.
If the reverse happens, i. e., if the uncertainty of x,, is small (i. e. small S,;,), which
reflects an accurate initial guess, while the measurements are uncertain, G will be small,
and therefore the retrieval will depend largely on its prior estimate whereas the influence
of the measurements is less.

Other interesting characterization quantities are the partial derivatives of the estimated
state with respect to the true state vector. The resulting matrix is called (amongst other
terms) the averaging kernel matrix, the model resolution matrix, the state resolution ma-
trix, or the resolving kernel (c. f. [Rodgers (2000)]). This n x n matrix can be evaluated
to: R

A= % = GK, (3.51)
ox
with x described by Equation 3.50 and y = Kx + €. Hence, Equation 3.50 can be

reformulated to:
x=(I-A)x, +Ax+ Ge
= Xqp + A (X — Xqp) + Ge. (3.52)

Similar to the gain matrix the averaging kernel matrix can be evaluated in a n- and a
m-form.

The rows of A, called averaging kernels, are reflecting how an element of the true
state is reproduced by the estimated state. Assuming an ideal inverse case, all elements
of the estimated state originate entirely from the corresponding elements of the true state,
i. e. A would be an identity matrix. Real averaging kernels have of course a peak at
the appropriate level of the state vector with a certain FWHM which is a measure of the
spatial resolution of the observing system. Hence, the averaging kernels provide a simple
characterization of the relationship between the retrieved an the true state.

Given the definitions of the gain function matrix and the averaging kernel matrix it is
instructive to decompose the n-form of the retrieval error covariance matrix S into two
components of the form:

S=(A-1,)S, (A—-1) +GS.G”, (3.53)

with I, as the identity matrix of dimension n. The first term on the right-hand-side is the
so called smoothing error covariance matrix:

S =(A—-1,)S, (A -1,)", (3.54)

which expresses the contribution of the a priori error to S. The second one is the
measurement-based covariance matrix:

S,, = GS.G', (3.55)
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representing the contribution of the measurement errors.

The last characterization function which will be mentioned here is the signal-to-noise
ratio (SNR) given by the SNR matrix defined by:

K = S, *KS2, (3.56)
where the diagonal elements of K estimate the SNR profile associated with x and its
rows, the so-called SNR functions, indicate the relative influence of measurement and a
priori uncertainties at different height levels, respectively. More thoroughly exploited, the
number of singular values of K greater than about unity expresses the effective number
of independent measurements made to be better than the measurement noise level.

3.3.3 Optimal Non-Linear Inversion

Since in general a linear inverse problem is one in which the cost function is quadratic
in the state vector (see footnote on page 63), which leads to linear Equations when op-
timizing it, a non-linear problem consists not only of the issue of a non-linear forward
model. Even a non-quadratic term resulting from some prior constraints would lead to a
non-linear problem in the case of a linear forward model. A further reason for a non-linear
problem would be a non-Gaussian pdf as prior information.

We are dealing here with a forward model f, which is a non-linear mapping of the state
space into the measurement space with an uncertainty described by the measurement error
€ which in our case is assumed to be Gaussian:

y = f(x) + ¢, (3.57)

(see also section 3.1.1). Of course there can still be a null space resulting from the possi-
bility of a non-unique mapping. However, since in contrast to the linear case the weighting
function matrix K depends on the state itself, the basis of the null space is not the same
within the whole measurement space, but it is depending itself on the state.

If the inverse problem is no worse than moderately non-linear ¢, and the measurement
error is Gaussian as it is assumed here, the retrieval error will be Gaussian and we can

§ An inverse problem can be classified according to its degree of linearity (see e. g. [Rodgers (2000)]):
e Linear: If the forward model is linear, i. e. y = Kx, and any prior information is Gaussian.

e Nearly linear: Non linear problems for which a linearization about some prior state is adequate to
find a solution. Problems which are linear to the accuracy of the measurements, or to the required
accuracy of the solution.

e Moderately non-linear: These are problems where the linearization is adequate for the error analysis
but not for finding the solution.

e Grossly non-linear: The rest, which means problems which are non-linear even within the range
of the errors. An extreme example for that would be any problem involving clouds such as the
important question of sounding the troposphere in the nadir view with infrared instruments, e. g.,
IASI in cloudy situations. Situations which are regarded as grossly non-linear are skipped here,
since we will consider only clear sky inversions of IAST measurements.
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apply the error analysis of the linear case (i. e. using the same definition of the character-
ization functions).

The Bayesian solution for the non-linear problem can be derived straightforwardly
from the linear case (Equations 3.22 to 3.35), with the modification that the forward model
is now a general function of the state, the measurement error is once more Gaussian, and
there is a prior estimate with Gaussian errors:

Plxty) = Aexp {3 [iy = 160)7 S (v £60) +
(x — Xap)T S;pl (x — Xap)} } , (3.58)

with: ]
A= . (3.59)
(27)"/2[S|1/2]S g |/

Here the normalization factor P(y) of Bayes’ rule, Equation 3.21, has been omitted for
convenience.

To find the state of maximum probability we use another method than given in sub-
section 3.3.2, namely the so called maximum likelihood method. It is based on the maxi-
mization of a likelihood function L, which is typically chosen to be the natural logarithm
of the conditional probability of x for a given y, P(x|y), described by Equation 3.58:

L =—-2InP(x|y)
— | = £60)7 S (y = £x)) + (x = Xap) " S} (x = Xp) | +In(A4). (3.60)

To maximize it we have to set VyL(x) to zero:

g(x) = ViL(x) =
— [Vaf(x)]" 87 (y — £(x)) + 8, (x = x4) =

!

~K'S ' (y —f(x)) + S, (x — x4p) =0, (3.61)

where K = V,f(x). The difficulty involved in this Equation roots mainly in the non-
linearity of the forward model. If it is not too non-linear a typical method to find the zeros
of a function is Newtonian iterations [Rodgers (2000)]. For a general vector Equation,
g(x) = 0, the iterative solution is analogous to Newton’s method for the scalar case, and
hence yields:

Xir1 =X — [Vx g(x:)] " g(xi) (3.62)
Using the middle part of Equation 3.61 the derivative of g(x;) can be evaluated as:

€

Vi g(x)=— [Vx K'(x)]S;' (y — f(x)) + K'S.'K + S . (3.63)

This represents the Hessian of the maximum likelihood function, i. e., the matrix of sec-
ond derivatives of L with respect to x.



68 CHAPTER 3. DISCRETE INVERSE THEORY

Looking at Equation 3.63 in detail it can be recognized that it involves the Jacobian
K (first derivative of the forward model f) and V, K, the second derivative of f (the
Hessian of the forward model). The latter is a complicated object in the majority of cases.
But a further investigation of the first term of equation 3.63 shows that it can be ignored
in many situations, especially when the product of the noise (modeled by S,) and the non-
linearity (described by the residual, [y — f(x)]), is small, what is the case for moderately
non-linear problems. Note that both, non-linearity and noise contribute to the size of this
term.

Doing so (means, ignoring the term with the Hessian) and substituting the Equations
3.61 and 3.63 into the Newtonian iteration, 3.62, gives the Gauss-Newton method:

xip1 =X + (KISTUK; +S.0) 7 [KES ! (y — £(x:) — St (%0 — X0p)], (3.64)

ap

which, after some rearrangements, results in:
Xir1 = Xap + S KIS [(y — i) — Ki (Xap — X)) (3.65)

with: .
yi=f(x) and: S, =(K/S/'K;+8S,}) . (3.66)

It is convenient, but of course not necessary, to start the iteration with xo = X,.

So far we have found an algorithm which provides a state estimate x; for moderately
non-linear problems by combining new measurement data y with an initial state estimate
Xqp- The convergence criteria used to determine the number of iterations is introduced in
subsection 5.1.1. These results combined with the characterization functions derived in
the linear part, which are valid even for moderately non-linear problems, as mentioned
above, are the basic equations used in the current study.



Chapter 4

The Fast Radiative Transfer Model
RTIASI

4.1 General Considerations on Modeling Atmospheric
Radiances

According to section 1.4 atmospheric constituents are absorbing and emitting electromag-
netic radiation at the same specific wavelengths . The intensity of the radiation depends
on the temperature 7' of the emitting gas according to the Planck function:

2hc?

B\(T) = N5 (ehe/MT 1)’ 4.1
or in terms of the wavenumber v (A = 1; Adv + vd\ = 0):
2h 2.3
B,(T) = cv 4.2)

(ehcu/kT _ 1) ’

The radiances [,,, measured on-board of meteorological satellites, which are consti-
tuting the real solution of the radiative transfer equation at a specific wavenumber v in
pressure coordinates p (which is the used grid in the fast radiative transfer model RTTASI)
is given by (c. f. Equation 1.49):

I, = By(p)To(ps) + / B,(T(p))W, (p)d(In p), 43)

Ps

where p; is the surface pressure*. W, (p) are the atmospheric weighting functions (to
distinguish them from the weighting functions used in the inversion, which correspond to

*The measurement can also be specified in terms of the Brightness temperature 7'z which is the black-
body temperature corresponding to the radiance /,,:
hcv

Ty =B ()= — " 44
5 =B, () kIn(l + 2hee?) @9

69
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the rows of the matrix obtained by differentiating the forward model with respect to the
state vector) in logarithmic scale of the pressure, given by:

_ITu(p)

W.(p) i p)’

(4.5)

where T, (p) is the transmittance from level p to the measuring instrument. Equation 4.3
ignores clouds and other absorbers. The term B, (p,) T, (ps) constitutes the contribution
from the surface. The term weighting functions can be explained by the fact that the radi-
ance equals the Planck function "weighted” by W, (p). This may be understood in such a
way that the total measured radiance contains contributions from a range of atmospheric
pressure levels and W, (p) gives the relative contribution from each level.

Let us make a deeper look into the equations 4.3 and 4.5. It can be said that the atmo-
spheric parameters are coupled to the measured radiances through the radiative transfer.
Of course the information that can be extracted out of the measurements is limited by
the complex nature of the transmission process as well as by factors concerning the mea-
surement process including spectral range and resolution, observational geometry and
instrumental noise. Nevertheless we can construct a method for the determination of at-
mospheric parameters: If, e. g., the mixing ratio (intrinsic in the transmittance) of an
atmospheric constituent, say CO is well known, temperature as the only unknown can be
determined from the measured radiance. If on the other hand the temperature is known,
we can obtain the total mass of the absorbing gas.

Performing further a set of measurements ¢ = 1,...,m at certain wavenumbers v;
whose weighting functions cover the whole of the atmosphere sufficiently, profiles of the
specific parameter can be derived. Therefore we may rewrite Equation 4.3 for a set of
closely space wavenumbers (by ignoring the surface part):

. / B, (T(p)) W, (p)d(ln p), (4.6)

ps

where v is a representative wavenumber, implying that the Planck function does not vary
much in small spectral intervals. The weighting function curve represents the part of the
atmosphere where the upwelling radiance arises and the peak denotes the height of max-
imum contribution to it. Clearly, measurements near the center of an absorption band
contain information from higher levels (according to the treated region of the weighting
function) whereas when moving from the center to the wings of the band the contribu-
tions are from progressively lower levels. The overlap between the different weighting
functions allows the definition of temperature profiles although the radiance data is finite.

The calculation of the radiances can be done by line-by-line transmittance models or
by fast transmittance models. The latter have the ability to keep pace with the multitude
of observations of the new generations of atmospheric sounders which measure thousands
of spectral channels (such as IASI and the Advanced Infrared Sounder (AIRS)).
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4.2 Composition of the Fast Radiative Transfer Model
RTIASI

The fast transmittance model RTTASI has been developed (and is still being further de-
veloped) for studies and exploitation of IASI radiances before the actual launch of the
METOP satellite as well as for the development of data assimilation and retrieval al-
gorithms. The following description of the model is mostly based on [Eyre (1991),
Matricardi and Saunders (1999), Matricardi (1999)] since the version used in this study
is not the newest one. The improvements of the current release, RTIASI-4, are a new
scheme for prediction of the water vapor continuum, a refinement of the vertical pressure
grid, an inclusion of trace gases such as CO,, N,O, CO and CH, as profile variables, as
well as the introduction of a solar term to evaluate the solar radiance reflected by a land or
water surface in a non-scattering atmosphere. A detailed description of the new features
and improvements of RTIASI-4 are given in [Matricardi (2003)]. We plan to upgrade to
the newest version in the future.

The basic property of RTIASI is that it provides fast transmittance coefficients (FTC)
which have been computed for a set of atmospheric profiles representing the range of
variations in temperature and absorber amount found in the real atmosphere. The model
calculates the diverse atmospheric profiles (temperature, humidity, and ozone) on 43 fixed
pressure levels, from 0.1 hPa (which corresponds approximately to a height of 65 km) to
surface (see Table A.4). In the version of RTIASI used in this work all gases (such as
CO, CO,, NO, N, O, CH, CFEC11, CFC12) except water vapor and ozone are assumed to
be constant regarding to time and space, and therefore they are called fixed gases. The
FTC’s are then used to calculate optical depths (and transmittances) for any desired input
profile. Having them, radiances and brightness temperatures, respectively, are calculated
via the solution of the radiative transfer equation.

4.2.1 Calculation of the Fast Transmittance Coefficients

The framework for the fast transmittance calculation used in RTIASI is based on
algorithms which have been developed over several years for different space-
borne instruments by [McMillin and Fleming (1976), Fleming and McMillin (1977),
McMillin et al. (1979), Susskind et al. (1983), Eyre and Woolf (1988), Eyre (1991),
Rayer (1995)], and [Hannon et al. (1996)]. The method used for the calculation of the
transmittances is a linear regression scheme applied to the optical depths. Note that it
was not made on the level-to-space transmittances because using optical depths gave
significantly more accurate results [Matricardi and Saunders (1999)].

The calculation of the optical depth 7 for the layer from pressure level j to space
along a path at scanning angle 6 involves a polynomial, X, with terms that are functions
of temperature, absorber amount, pressure, and viewing angle. The convolved optical
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depth at wavenumber v from level j to space can be written as:

M

Tjw = Tj—1u + Z @ kX ks 4.7)
k=1

where the functions X constitute the profile dependent predictors of the transmittance
model, M is their number (10 for fixed gases and ozone and 14 for water vapor), and a; ,
are the FTC’s. To compute them, a set of atmospheric profiles (see subsection 4.2.2) is
used to calculate for each profile and several viewing angle accurate line-by-line level-to-
space transmittances for all levels defined by the atmospheric pressure level grid. After
converting these level-to-space transmittances T';_; ,, to optical depths 7; ., the regression
coefficients, a;, i, are calculated via the linear regression scheme defined in Equation 4.7.

4.2.2 Profile Dataset Used

The FTC’s are calculated for three different cases (temperature, humidity, and ozone)
using two different sets of training data. For the fixed gases and for water vapor a set of
42 profiles has been selected from the TIGR (TOVS Initial Guess Retrieval) dataset (1761
profiles). For ozone 33 profiles selected from 383 NESDIS profiles (supplemented by a
few extreme Antarctic profiles) have been used. These profiles containing temperature
and absorber amount of the variable gases at the 43 standard pressure levels were found

to cover most of the range of observed temperature, water vapor, and ozone behavior
[Matricardi and Saunders (1999)].

The calculation of line-by-line transmittances, or optical depths, respectively, for these
profiles and 6 different scanning angles, used as regression data for obtaining the FTC’s,
where performed with the GENLN?2 line-by-line transmittance and radiance model. The
basic inputs for the model are the atmospheric profiles which define the gas conditions of
the gases that are spectroscopically active over the spectral interval relevant to the user, the
spectral resolution, and an appropriate molecular spectral line data. These line parameters
defined for each line at a certain wavenumber v were obtained from the HIRTRAN molec-
ular database [Rothman et al. (1996)]. It contains molecular data such as half-width, line
position, line strength, and lower energy state for about one million spectral lines for 35
different molecules (the used version of RTIASI contains the data of the 1996 edition of
the HIRTRAN database).

The model adjusts line strengths and half-widths to path, temperature, pressure (col-
lisional broadening) and Doppler effects (Doppler broadening, see subsection 1.4.2). In
addition to the line-by-line absorption, the important continuum absorption bands (e. g.,
water vapor continuum) have been considered in the calculation.

The line-by-line transmissions were computed over the IASI spectral range with a
spectral resolution of 0.001 cm™*, which was found sufficient for keeping the radiance
spectra below the instrumental noise. This was done along the path from each pressure
level to space for 6 scanning angles, namely for those for which the secant equals 1.0,
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1.25, 1.5, 1.75, 2.0, and 2.25. Since IASI measures a spectrum whose natural resolution
is much higher (“infinite resolution”) than the instrument resolution, the radiances (and
transmittances) have to be convolved by the ISRF of the IASI instrument (see subsection
2.2.3). RTIASI computes the radiances via the convolution of the transmittances rather
than convolving the monochromatic radiances (polychromatic approximation). Since the
error introduced by this approximation is lower than the radiometric noise it is acceptable
for most purposes.

4.2.3 Transmittances

Given an RTIASI input profile which should contain temperature, water vapor volume
mixing ratio, and ozone volume mixing ratio profiles as well as surface variables like
emissivity, pressure, temperature, and skin temperature, the optical depths are estimated
according to Equation 4.7 with predictor values calculated from the input and reference
profile variables. These optical depths are then converted to transmittances.

| T T | T | T T T

645 — 1210 cm™! 1210 — 2000 cm™! 2000 - 2760 cm~,
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o
o
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Figure 4.1: Total transmittances of every 50" TASI channel calculated by RTIASI. The input was a
U. S. standard mid-latitude summer atmosphere (temperature, humidity, and ozone profiles), and the plots
are divided into the three main spectral bands of the IASI instrument.

The total (convolved) transmittance for all gases is a product of the three individual
one’s:
T, = T5, T TS (4.8)

]’V’
where the upper indices F, W, and O are standing for fixed gases, water vapor, and
ozone, respectively. Although this equation is true for monochromatic transmittances, it
has to be mentioned that for real non-monochromatic channels the convolution of all the
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gases is different from the product given in Equation 4.8 but it can be considered to be
a good approximation if the transmittance varies relative slowly with wavenumber (note
that the IASI ISRF is narrow and is essentially symmetric about its centroid — for details
see [Matricardi and Saunders (1999)]). Figure 4.1 shows a set of total transmittances
divided into the three main IASI bands (see Table 2.3) calculated with a U. S. standard
mid-latitude summer atmosphere (temperature, humidity, and ozone profiles) as input.

4.2.4 Radiative Transfer Model

RTIASI calculates IASI Level 1c radiances, which are the radiance product that will be
distributed to the users (NWP centers, etc.). Figure 4.2 shows the radiances and the ap-
propriate brightness temperatures calculated by RTIASI for a U. S. standard mid-latitude
summer atmosphere.

The formulation of the radiative transfer equation used in RTIASI assumes a plane
parallel atmosphere in local thermodynamic equilibrium with no scattering. Thus, the
upwelling radiance at the TOA can be written as:

R(v,0) = (1 — N)R"(v,0) + NR"(v,0), (4.9)

where R (v, 0) is the clear column radiance and R“'(v, §) is the overcast (“cloudy”)
radiance at wavenumber v and zenith angle 6, respectively, and N is the fractional cloud
coverage which in this model is assumed to be in a single layer with unit cloud top emis-
sivity.

If further the assumption of specular reflections at the earth’s surface is made, the
monochromatic clear-column radiance can be written as:

R (1,0) = T(v,0)es(v, 0)B(v, Ty)
+/ B(v, T)dT’

1
+[1 — es(v,0)] T2(v, 0) / B(;/’QT)dT’, (4.10)
Ts

where B(v,T) is the Planck function for a scene temperature 7', T is the atmospheric
transmittance, and €4 (v, 0) is the surface emissivity (the subscript s refers to the surface).
The first term of Equation 4.10 is a contribution from the surface, whereas the second
and third terms are contributions from the atmosphere. In detail it can be said that the
second term refers to active emissions by the atmosphere (upward part) and the third term
constitutes a downward emission which is reflected by the surface.

On the other hand the overcast radiance R“'(v, §) is defined by:

1
RYv,0) = Teya(v, G)B(V,TCld)+/ B(v, T)dT', (4.11)

Tcia
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Figure 4.2: Radiances (a) and brightness temperatures (b) versus wavenumbers (and wavelengths, top axis)
for a U. S. standard mid-latitude summer atmosphere calculated by RTIASI. The gray lines indicate the
limits of the IASI main spectral bands.

where T4 1s the cloud top to space transmittance, and 7, is the cloud top temperature.

To represent the outgoing radiances as viewed by IASI, the spectrum of monochro-
matic radiances introduced in Equation 4.9 has to be convolved with the appropriate ISRF:

o0

R(ﬂ, ) = /_ R(V,0)f(v —)dV, (4.12)

[e.9]

where the “symbol over R denotes the convolution and f(7 — v/’) is the normalized ISRF
with 7 as the central wavenumber of the IASI channel. The ISRF of the IASI instrument
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is a 0.5 cm~! FWHH Gaussian with a cardinal sinc function, whose interferogram is a
42 cm box function corresponding to the IASI 2 cm OPD [Cayla (1996)] (see subsec-
tion 2.2.3 above for details).

The calculation of the radiances in RTTASI is performed with the assumption that the
atmosphere is subdivided into a number of homogeneous layers of fixed pressure. Hence,
we can rewrite Equation 4.9 in a discrete layer notation (for a single viewing angle to
simplify the notation):

Rg” - TS,DES,DBD (Ts>

L
+> Ry
j=1
L 2
. T=
+ [1 6575} i =
]Z:; YT T
+ R, (4.13)

where L is the number of atmospheric layers (starting from space, layer 1, to the first layer
above the surface, layer L), T ; is the convolved transmittance from a given pressure

level p; to space, T’ ; is the convolved transmittance from surface to space, and .ﬁi}"l_,, the
upwelling radiance, is defined as:
R, = By(T;) (Tj_15 — Tip) (4.14)

where T is defined here as the layer mean temperature obtained using the Curtis-Godson
air density weighted mean value assuming that the temperature varies linearly between
the layer boundaries (therefore it has to be taken into account that the path lengths are
variational which means that the thickness of the layers is not constant; for details see
e. g., [Liou (2002)]). The last term of Equation 4.13, R_, is a small atmospheric contri-
bution from the surface to the first layer above the surface. Note that for the derivation
of Equation 4.13 the implicit assumption was made that the total transmittance of an
atmospheric path is the product of the transmittances of the constituent sub-paths (see
subsection 4.2.3).

The calculation of the sea-surface emissivities €,; are based on the model
of [Masuda et al. (1988)] with an refractive index of pure water based on
[Hale and Querry (1973)] which is adjusted [Friedman (1969)] to the sea water values
and then interpolated to the wavenumber 7 to be given as an input with surface wind
speed and the zenith angle # to compute the rough sea-surface emissivity. Over land the
emissivity is set to 0.97.

The TOA overcast radiance in discrete notation can be written as follows:

Lcia

RO = TeiapBo(Ten) + Ry + Y RY, (4.15)
j=1
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where L¢ 1s the layer above the cloud (the subscript Ct denotes the cloud top). Note that
the emissivity of the cloud top is assumed to be unity which is a tolerable assumption for
optically thick water clouds in the IR.

The middle term in Equation 4.15, ]:2;_,’ is an interpolated value of the radiance below
the cloud top and the level above the cloud top to include also the additional radiance
from the last full layer to the cloud top. If the cloud top pressure p, lies between standard
pressure levels ./ and J — 1 the overcast radiance at p. is obtained by:

Rg = (1 - fct) R%d + fctlfggl_dlﬂm (416)

where RG!d and RG', ,, are the TOA overcast radiances of level .J and .J — 1, respectively,
and f., is given by:
= DI Pe 4.17)
Py —DPi-1

4.3 Tangent Linear, Adjoint, and Gradient Matrix Mod-
els

The RTIASI package contains also programs for the computation of the tangent linear
(TL) and the adjoint (AD) model as well as for the calculation of the gradient matrix, K
(partial derivatives of the brightness temperatures — note not radiances — with respect to
the profile variables). In the following a short introduction to the TL and AD modeling is
given which is mostly based on [Matricardi (1999)].

If we represent the radiative transfer scheme as an operator for transforming an atmo-
spheric state vector, x, into a measurement vector (radiances or brightness temperatures):

y =F(x), (4.18)
the tangent linear operation can be written in terms of the gradient of this equation:
oy = K(x)dx, (4.19)

where K(x) is the matrix of partial derivatives of F(x) with respect to x. Hence, the
adjoint of this operation can be described in terms of the transpose of K(x):

grad, = grad,y - grad, = K” (x) - grad,,. (4.20)

Therefore, in principle, both the tangent linear and the adjoint operations can be per-
formed by computing the gradient matrix, K(x), and then evaluating the appropriate dot
product. However, if the systems get too large it may not be feasible to calculate the full
matrix and we have to perform the TL and AD operations without explicitly calculating
the Jacobians. Therefore we may represent these operations in a general way:

tangent linear: dy = TL(x, 6x) (4.21)
adjoint: grad, = AD(x, grad, ) (4.22)
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For the direct model described in section 4.2 the TL and AD model have been designed
following the method described by [Thepaut and Moll (1990)], whereas the K-matrix cal-
culation was developed modifying the AD model.

The outputs of the gradient matrix model are the exact partial derivatives, 1. e. the
increment in brightness temperature if one element is perturbed by 1 K or 1 ppmv. The
resulting weighting functions corresponding to the same channels and input profile as in
Figure 4.1 are shown in Figure 4.3.
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Figure 4.3: Weighting functions (rows of the gradient matrix, K) of every 50" IASI channel calculated
by RTIASI. The input was a U. S. standard mid-latitude summer atmosphere (temperature, humidity, and
ozone profiles). The three panels show the weighting functions for temperature (left), humidity (middle),
and ozone (right). The three different colors illustrate the three main IASI spectral bands (black: 645.0
— 1210 ecm™!, green: 1210 — 2000 cm™*, red: 2000 — 2760 cm~!). In case of the temperature panel it
has to be pointed out, that the 2 m temperature is plotted at a pressure of 1017.0 hPa and the surface skin
temperature at a pressure of 1020.0 hPa, respectively.

Inspecting Figure 4.3 in detail, we can recognize different things: An overview over
all three panels (temperature, humidity, and ozone K’s) shows differences in the abso-
lute values of the peaks of the three different species, which can be associated with the
different values temperature, humidity, and ozone sensitivities take in practice.

An explicit look at the temperature weighting functions exhibits the different regions
where the K’s have their peak as well as the different FWHM they are occurring with.
As mentioned above, the weighting functions give the relative contribution from a given
atmospheric layer to the spectral radiance at the TOA. The maximum contribution occurs
at the layer of unit optical depth whereas the width of the Jacobians are determining
the vertical resolution of the retrieval soundings. Therefore it can be said that for the
main spectral bands one and three the vertical resolution is not very high (except in the
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lowest tropospheric region) but they are responsible for the gain of the information in the
stratospheric region. In addition they show the surface window regions (8-12 pym and
<4 pm, see section 1.5) in a distinct way (the window channels of the first IASI spectral
band are over-plotted by the channels of the third band) with peaks far beyond a value
of 0.3 K/K. On the other hand we have a good vertical resolution for the second spectral
band of IASI (mainly H,O absorption) in the tropospheric region.

The middle panel shows only the >100 hPa of the atmosphere (i. e. mainly the tropo-
sphere) where the water vapor concentration is high. We see that most of the information
can be expected in the upper troposphere, between 500 and 200 hPa, where the strong
H>0O absorption band (centered at 6.3 um, see subsection 1.4.4) is situated in the sec-
ond IASI spectral band. A comparison with the temperature channels in the troposphere
shows a strong correspondence in width and peaking behavior.

The relatively sparse occurrence (few visible stronger peaks) of the ozone weighting
functions provide an indication that we have only very narrow absorption bands for ozone
in the IASI spectral region. Additionally we can recognize that the main contributions are
arising in the first and third IASI spectral band — the second band produces no noteworthy
information since containing no relevant ozone band

In summary we can say at this point that improvements on the atmospheric state can
be expected for the surface skin temperature (in a cloud free condition), as well as for
temperature and humidity in the tropospheric region and for ozone mainly in the strato-
sphere (with some additional contributions in the troposphere). More difficulties can be
expected for temperature in the stratosphere and especially the vertical resolution of the
tropopause will provide difficulties. The following chapters 5 and 6 describe our retrieval
algorithm and performance results in detail.
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Chapter 5

IASI Retrieval and Channel Selection

The aim of this chapter is a detailed description of the setup of the inversion scheme we
have implemented to retrieve atmospheric parameters from the IASI brightness temper-
atures (radiances) and how to generalize this to a joint retrieval algorithm. It is outlined
how the measurement vectors are simulated to get quasi-realistic measurements (IASI
level 1c data, see section 2.2.4) and how a priori profiles consistent with the a priori error
covariance matrix are generated. Furthermore, the design of the measurement error co-
variance matrix and the a priori error covariance matrices (different ones for temperature,
humidity, and ozone) is described.

A fundamental task for the retrieval of atmospheric parameters (e. g., temperature, hu-
midity, ozone, and SST) with high resolution infrared sounders (like IASI or AIRS) is the
reduction of the number of channels (i. e. number of elements of wavenumbers) used in
the inversion scheme. This and two useful channel selection methods are described which
are applied to pre-selected regions of the spectrum sensitive to the specific parameters.

5.1 Retrieval Setup

5.1.1 Joint Retrieval Algorithm

As a simple and instructive example which is used to illustrate the construction of the
vectors and matrices needed for the joint retrieval we start with the assumption of a linear
problem, c. f. Equation 3.22:

y=Kx+e. 5.1

With y depending only on one set of parameters, e. g., a temperature profile, x; (where
T refers to temperature), equation 5.1 can be illustrated in the following way:

Y1 ( kT,1 ) TT1 €1
| = ; HEAEAE (52)

Ym ( kT,m ) xT,n €Em
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where:
_ (Bvi ... _Oui
Ky = (52 ). (5.3)

are the so called weighting functions (c. f. section 3.1), which give the dependence of one
measurement, y;, on the atmospheric temperature profile, x;.

Generalizing this to the special case of a joint temperature, humidity, and ozone pro-
file and surface temperature retrieval used in this work, the setup of the vectors and the
Jacobian matrix can be written as follows:

X7
Y1 ( kT,h kSAT,la kSST,b kH,la kO,l ) TSAT €1
: = - e Tsst | + , (5.4)
Ym ( kT,mu kSAT,nu kSST,mu kH,ma kO,m ) XH €m
X0

where the subscripts SAT, SST*, H, and O are referring to surface air temperature (2 m
temperature), surface skin temperature, humidity, and ozone, respectively. The calcula-
tion of the ”sub”-weighting functions for the atmospheric parameters is performed in the
same way as in the single parameter case (c. f. Equation 5.3).

Since here we are dealing with a problem which is assumed to be moderately non-
linear, the used inversion method is an iterative optimal estimation algorithm (Gauss-
Newton method, c. f. Equations 3.65 and 3.66 of subsection 3.3.3):

Xi+1 = Xap + Sz KZTS;1 [(y - yi) - KZ' (Xap - Xl)] ’ (55)

with:
y,=f(x;) and: S,= (KIS/'K,+S;!) . (5.6)

Hence, the only matrix left with a special setup in the joint representation is the a priori
error covariance matrix, S,,. It is constructed as a block-diagonal matrix based on the
assumption that there are no cross correlations between temperature, humidity (used in
form of specific humidity), and ozone:

SapT 0 0
Sap = 0 Sap, H 0 . (5.7)
0 0 Sap,0

*It has to be mentioned that the term SST is also used as a shortcut of the sea surface temperature in this
work. This exhibits a slight inconsistency which can be neglected in this study since we are treating only
surface temperatures of the ocean in this work and therefore the two terms refer to the same thing.
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Note that the surface parameters, SAT and SST are implicitly included in the matrix S, r
to illustrate that correlations between the temperature profile, the surface air temperature,
and the surface skin temperature are of course assumed. The values of the variances
and covariances of the a priori error covariance matrices for the different atmospheric
parameters, S, 7, Sap i, and S, o, are given in subsection 5.1.2.

For the measurement error covariance matrix, S., the same setup applies as for the a
priori error covariance matrices (see subsection 5.1.2) except that the measurement error
covariance matrix is modified in its diagonal according to [Liu et al. (2000)]:

(y(k) —yi(K))’

«

Sc(k, k) = max o2 (k)| (5.8)

where k is the channel index, ¢ is the iteration index, o is the measurement noise, i. . the
original diagonal element of S, and « is a control parameter which is set to 4 in this
study, following [Weisz et al. (2003)]. This correction is implemented in the algorithm
in the way that at each iteration step the difference between the actual measurements,
i. e. the measurements obtained by forward modeling the state of the previous iteration,
and the "true” measurements is compared with the measurement error, and then the larger
value of the two quantities is taken to be the diagonal element of the measurement error
covariance matrix.

This procedure, termed D-rad method [Liu et al. (2000)], aids convergence in the
case of a “poor” a priori profile, since in this case the assumed measurement error
grows and the retrieval algorithm, Equation 5.5, does not attach too much weight to
the particular measurements. Usually, this process affects and helps the retrieval only
in the very first iteration step, since the first factor of Equation 5.8 decreases very
quickly. [Liu et al. (2000)] found the ”D-rad” extended Gauss-Newton algorithm to per-
form equally well or better than the Levenberg-Marquardt algorithm in aiding conver-
gence when a poor initial guess profile was given (c. f. [Lerner et al. (2002)]).

The convergence criterion for Equation 5.5 is given by (c. f. [Rodgers (2000)]):
x> <m, (5.9)
where m is the number of used channels and the cost function x? is obtained by:
X =y = i) STy —yi) + (%0 = Xap) " Sap (X0 = Xap) - (5.10)

If this criterion is not met, the iteration loop is terminated either if x? > x? ; or the
number of iterations, 7, exceeds 6.

5.1.2 A Priori and Measurement Error Covariance Matrices

A Priori Error Covariance Matrices

In the performance study in chapter 6 we will use two different kinds of a priori pro-
files: On the one hand we use the 24 hour forecast field of a high resolution (T511-L60)
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ECMWEF (European Centre for Medium-Range Weather Forecasts) analysis field used as
“true” atmosphere and on the other hand we construct a priori profiles consistent with
the a priori error covariance matrices (c. f. subsection 5.1.4) since it is sometimes useful
for simulation studies to accurately know the a priori error covariance matrices for an
application. For these two types of a priori profiles we have different sets of a priori error
covariance matrices.
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Figure 5.1: Used standard deviation values (solid lines) and rms values (dashed lines) for temperature
(left), humidity (middle), and ozone (right). Additionally, the standard deviation values used by ECMWF
for temperature and humidity are plotted as dashed-dotted lines. The two different colors imply the two
different used a priori profiles. In the case of humidity the gray solid line implies the standard deviation
values used for perturbing the humidity in the case of a temperature only retrieval (c. f. subsection 6.3.1).

The errors for the forecast field were obtained by calculating the root mean square
(rms) profiles between the analysis and the forecast field (dashed lines in Figure 5.1) at
the geographic locations where the fields are defined but interpolating the height grid to
the RTTASI pressure level grid.

To minimize perturbation effects of the covariances on the retrieval the rms was after-
wards approximated by straight lines, selecting conservative outer bounds to the estimated
rms profiles. (see Figure 5.1). The values obtained by this approximation were then used
as standard deviation values in the a priori error covariance matrices. The fixed values
for the standard deviations are presented in detail in Table 5.1. The values according to
the RTIASI pressure levels are obtained via interpolation.

For the second class of a priori profiles (those which are produced consistent with the
a priori matrices, gray lines), the same values as in the case of the forecast field were taken
for temperature and humidity (except for humidity in case of temperature-only retrieval,
see caption of Figure 5.1). For ozone a fixed value of 20 % over the whole RTTASI
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Forecast field as a priori

Temperature
Pressure [hPa] 0.10 1.50 10.00 1013.25 | SST, SAT
Error [K] 4.00 4.00 1.50 1.50 1.50
Humidity
Pressure [hPa] 100.00 200.00 400.00 1013.25
Error [%] 10.00 60.00 60.00 20.00
Ozone
Pressure [hPa] 0.10 100.00 300.00 1013.25
Error [%] 3.00 3.00 10.00 10.00
A priori profiles consistent with the a priori error covariance matrix
Pressure [hPa] 0.10 1.50 10.00 1013.25 | SST, SAT
Error [K] 4.00 4.00 1.50 1.50 1.50
Humidity
Pressure [hPa] 100.00 200.00 400.00 1013.25
Error [%] 10.00 60.00 60.00 20.00
Ozone
Pressure [hPa] 0.10 1013.25
Error [K] 20.00 20.00

85

Table 5.1: Standard deviation values versus pressure values for temperature, humidity, and ozone for the
two different kinds of a priori profile classes. The vertical transition between different uncertainty values
was modeled linearly, see Figure 5.1.

pressure range was used to obtain appreciable errors since the daily variations which are
obtained by the ECMWF model are quite small as one learns in investigating the rms
values of ozone of the 24 h forecast field with respect to the corresponding analysis field.
Figure 5.1 illustrates also this third class of standard deviation values and the exact values
are given in Table 5.1. The errors of surface air temperature were always modeled the
same way as the upper air temperatures, whereas the SST error was generally assumed
1.5 K in all simulations since forecast-minus-analysis differences from the ECMWF fields
were clearly too small to be used for performance testing.

Since the RTIASI pressure levels define a quite dense grid, especially in the lower
atmosphere correlations between the levels have to be taken into account. We assume
non-diagonal elements of the different a priori error covariance matrices with correlation
lengths L = 6 km for temperature, L = 3 km for humidity, and L = 10 km for ozone
obeying an exponential drop-off according to:

SijzaiajeXpP ! ]q,

7 (5.11)

where 0; = +/.5;; is the standard deviation at level 7 and z; ; denotes the height in kilome-
ters at the particular pressure levels ¢ and j, respectively. The height, z, was calculated for
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this purpose by utilizing the hydrostatic equation z = — H log(p/po), with a scale height,
H = 7 km and a surface pressure, pg = 1013.25 hPa. Figure 5.2 illustrates the covariance
matrix for temperature with the squares of the values of the assumed uncertainty field
(c. f. Table 5.1) as standard deviations.

temp. covariance matrix
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— I
o
= :
© 100
i)
n
n
o
o
100.0
1000.0 A
1000.0  100.0 10.0 1.0 0.1

Pressure [hPa]

Figure 5.2: Illustration of the a priori temperature error covariance matrix with standard deviations and
error correlation length as discussed above.

Measurement Error Covariance Matrices

In order to create an appropriate and consistent measurement error covariance matrix,
S., we assume the squares of the IASI level 1c noise values (c. f. appendix A, Table
A.5) to be the diagonal elements. Since theses values are specified at a reference tem-
perature, 7., they have to be properly scaled, based on the Planck law, from this refer-
ence temperature to the actual brightness temperatures calculated by RTTASI (see Figure
5.3). The scaling factor which has to be multiplied with the noise values is obtained by
(c. f. [Weisz (2001)]):

=2 (5.12)

zZ2
with:

2 =T ex hev ex @2
VT R T

hev]? hev
2o = TrzeXp |:kTT:| exXp |:m:| s (513)
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where 15 is the actual brightness temperature, 7, = 280 K is the reference temperature
of the IASI level 1c noise values, v is the wavenumber, and A, ¢, and &k are the Planck
constant, the speed of light in vacuum, and the Boltzmann constant, respectively.
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Figure 5.3: Interpolated IASI level 1c noise values, their modification according to the actual brightness
temperature, and these values after adding the 0.2 K forward model error for a U. S. standard mid-latitude
summer atmosphere.

Finally, the temperature modified level 1c noise values are superposed with an 0.2 K
forward model error to roughly account for errors in the forward model [Collard (1998),
Weisz (2001)]. The impact of the RTIASI forward model error on the IASI retrieval ac-
curacy was studied by [Sherlock (2000)]. Figure 5.3 shows the interpolated IASI level
Ic noise values, their modification according to the actual brightness temperature, and
these values after adding the 0.2 K forward model error for a U. S. standard mid-latitude
summer atmosphere.

Since RTTASI simulates radiances, which are apodized with a Gaussian function
(c. f. subsection 2.2.3), an apodization of the random noise is required as well. This proce-
dure leads to a correlation between neighboring channels, which also has to be accounted
for in the measurement error covariance matrix. The generation of these non-diagonal
elements of S, takes place according to:

Cij
V' SiSi;

where correlation is assumed between the three nearest neighbor channels with values for
Cij of:

0.71 first neighbor,
¢i; = 4 0.25 second neighbor, (5.15)
0.04 third neighbor.
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This produces a covariance matrix with a rather steep descent from the main diagonal
(c. f. [Weisz (2001)]).

5.1.3 Simulation of the Measurement Vector

The measurements used in the current simulation study are constructed as implied by
Equation 3.57:
y =f(x) +e (5.16)

The fast radiative transfer model RTIASI, described in detail in chapter 4, acts as forward
model, f. It requires an input profile containing temperature values in K and water va-
por and ozone mixing ratio values in ppmv at the 43 fixed pressure levels from surface
(1013.25 hPa) to 0.1 hPa (c. f. appendix A, Table A.4). Additionally, surface parame-
ters have to be specified. These parameters are sub-divided into parameters which are
retrieved (the surface air and the surface skin temperature in K), parameters which have
to be input as a priori values and then kept constant during the retrieval (the surface air
humidity in ppmv and the surface pressure in hPa), and parameters with predefined de-
fault values which are never changing in space and time (the u- and v-component of the
wind speed in m s, the cloud top pressure, and the effective cloud coverage). With this
vector as input, RTTASI calculates radiances and brightness temperatures, respectively, as
well as the Jacobian Matrix K.

To obtain quasi realistic measurements we have to add an additional noise term, €
(c. f. Equation 5.16). The noise is modeled (c. f. [Weisz (2001)]) by first creating nor-
mally distributed random numbers with standard deviation values according to the IASI
level 1c noise table (Table A.5) interpolated to the IASI wavenumbers (c. f. Figure 5.3).
Since RTIASI calculates apodized radiances and brightness temperatures this noise is con-
voluted with the ISRF of the IASI instrument which is a 0.5 cm™! full width at half height
(FWHH) Gaussian with a cardinal sinc function (c. f. subsection 2.2.3). Additionally, the
noise is properly scaled, based on the Planck law, from the reference temperature of the
IASI level 1c noise values to the actual brightness temperatures calculated by RTTASI
(c. f. subsection 5.1.2).

In Figure 5.4 an arbitrary realization of a random noise for the whole IASI spectrum
calculated in the way described above is illustrated. Comparing this with Figure 5.3
we can identify two reasons for the occurrence of high noise values: The first is the
scaling to the actual brightness temperature resulting in higher noise for lower brightness
temperature and the second reason is the increasing values of the IASI level lc noise

values for wavenumbers >2500 cm™ .

5.1.4 Generation of A Priori Profiles

In this subsection we will discuss the construction of a priori profiles consistent with the
a priori error covariance matrices (c. f. subsection 5.1.2). For this purpose we use the so
called error patterns method [Rodgers (2000)].
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Figure 5.4: Random apodized noise values calculated for a U. S. standard mid-latitude summer atmo-
sphere.

This method assumes that any covariance matrix, S, can be decomposed as:
S=> ANLI =) e’ with: e=+/\1, (5.17)

where ; are the eigenvectors and \; are the eigenvalues of the covariance matrix S. The e;
which are the eigenvectors scaled by the square-roots of the eigenvalues are called error
patterns, in the sense that the error €, (where the subscript x implies that it is an error
of the state vector, to distinguish it from the measurement error, €) can be expressed as a
sum of theses error patterns, each multiplied by a random factor a;:

€ = Zaiei, (5.18)

where the a; have to be normally distributed random deviates with unit variance. To
illustrate this concept Figure 5.5 shows the ten most significant error patterns of the tem-
perature error covariance matrix illustrated in Figure 5.2.

Hence, we have a simple way to construct a priori profiles consistent with S: we only
have to calculate a noise vector, €,, as described above and add it to the state vector x of
the true” field.

It can be verified that the empirical covariance matrix:

Semp = E [€,€! ] (5.19)

xT

of an ensemble of realizations €, can reconstruct the original error covariance matrix, S
(E is the expectation value operator). This is illustrated in Figure 5.6 for ensembles of
100 and 10 000 different random error vectors €,, respectively. The Figure points out that
with an increasing number of ensemble members, the empirical matrix converges to the
original one.
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Figure 5.6: Empirical a priori temperature error covariance matrices using ensembles of 100 (left) and
10 000 (right) realizations. Legend, c. f. Figure 5.2.

5.2 Channel Selection

Since the full IASI spectra contain 8461 channels it is essential to reduce this number and
remove redundant information for performance and computational reasons.

[Press et al. (1992)] point out that sets of linear equations can be routinely solved for
a dimension of the matrices, /V, as large as a few hundred with double precision (64 bits)
representation if the equations are not close to singular (i. e. some of the equations are
close to linearly dependent). Even larger sets, NV, in the thousands can be solved if the
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coefficients are sparse (that means most of them are zero).

In section 6.3 it will be shown that in the case of this study numerical instabilities
are beginning to arise at a number of channels between 1000 and 2000, resulting from
successive inversions of different matrices, which causes an accumulation of roundoff
errors, etc.

Losses in performance occur particularly during the process of matrix inversion,
which is a N3 problem as well as in the gradient matrix modeling which depends also
not linearly on the number of channels (the increase of the number of channels from
about 300 to about 1800 causes a factor of about 12 increase in CPU time, c. f. Table 6.1.
Note that this results also from numerical instabilities which cause an increase in iteration
loops in the retrieval).

Hence, our task is to find an optimal subset of channels, which is sufficiently
sensitive to the retrieved variables. For this purpose we follow the approach of
[Lerner et al. (2002)] and [Weisz et al. (2003)]. We first perform a raw elimination of
regions of the IASI spectrum (see Table 2.4) starting with those channels at wavenumbers
larger than 2500 cm ™. The reason for this is that these channels have larger measurement
errors (above 0.7 K, c. f. Table A.5 and Figure 5.3) compared to the remaining spectrum
as well as the increasing importance of solar contributions in this spectral range (<4pum)
which is not taken into account in the used version of the forward model. Additionally,
this region comprises CH, channels which are not of interest in the current study.

With the luxury of high spectral resolution we can also exclude those channels — 1220-
1370 cm~! (N0, CHy, and SO,) and 2085-2220 cm ™! (CO and N,0O) — whose foreign”
gas emissions contribute significantly to the measured brightness temperatures (see Table
2.4). The associated trace gas constituents can be considered as uncertainties in the tem-
perature and humidity profile retrieval since they are only modeled approximately in the
used version of RTIASI.

At this point we have about 6200 channels (for the full joint retrieval) which is still far
too much for most operational and climatological applications as well as from the point of
view of numerical analysis and performance mentioned above. It is instructively shown
in [Rodgers (1996)] that it is no advantage to utilize all pieces of information, since they
are highly redundant for most purposes. Therefore we perform a further reduction of
the number of channels by utilizing two different methods: the information content (IC)
theory and the maximum sensitivity (MS) approach.

"In section 6.3 we perform some specific retrievals in order to compare them with the results of the joint
retrieval. For those cases the spectral regions were further confined. For the temperature and humidity only
retrieval, respectively, the channels ranging from 825-1100 cm~! were excluded since there the “atmo-
spheric window” as well as an ozone band is situated which are not needed in the case of temperature and
humidity profiling. On the other hand, the ”atmospheric window” channels, more precisely, those channels
between 825 cm ™! and 975 cm™!, were used to perform the SST-only retrieval.
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5.2.1 Information Content Theory

“Information” is a very general term that has been used in several ways by dif-
ferent authors. The measure for information content we want to refer to here is
based on the information theory which was developed by Shannon in the 1940’s
[Shannon and Weaver (1976)]. Information as he described it depends on the entropy of
probability density functions which is very closely related to the concept of entropy used
in thermodynamics. Information content which is a scalar quantity is therefore useful for
the optimization of observing systems as well as for their characterization and intercom-
parison. The summarized description below is guided by the more detailed description of
[Rodgers (1996), Rodgers (2000)].

In thermodynamics entropy is defined as the natural logarithm (in information theory
base 2 is often used) of the number of distinct internal states of a thermodynamic system
consistent with the measured macro state (pressure, temperature, etc.). The information
content is then the change in the logarithm of the number of distinct possible internal states
of the system being measured, consistent with the change in knowledge of the system
resulting from the measurement, i. e. in information theory one tries to find out to know
how much information is contained in a possible outcome by knowing it. This means if an
outcome x; has a probability density P(z;), —log(P(z;)) defines the information gained
by knowing the value of the outcome. Hence, if P(x;) = 1, then the information is zero
implying that we gain no information when knowing the certain state.

Let us now try to quantify this. The entropy is defined as:

ﬂm@»=4§:mmmpm% (5.20)

where P(z;) is the probability of the system being in state z;. We see that the Gibbs
definition of thermodynamic entropy and the Shannon definition for discrete information
systems are the same, apart from the numerical factor k. In thermodynamics k is the
Boltzmann constant and in information theory £ = 1 and the logarithm is usually taken to
base two. The entropy S(P(z;)) represents the mean information provided per possible
outcome z; of a system x which implies that the entropy defines the information of an
event as a whole.

Therefore the information content of a single state = gained by a single measurement
y depends on the entropies of the pdf’s before and after the measurement:

H = S(P(x)) = S(P(z]y)), (5.21)

where P(z) is the pdf of x and P(x|y) is the pdf of = conditioned on y (c. f. subsection
3.3.1). Hence, H measures the amount of information that x obtains from y, which means
H determines the reduction in uncertainty in x by learning the value of y.

Generalizing this to n different states and m measurements we can describe the in-
formation content / gained by performing a measurement y as the change in entropy
according to:

H = 5(P(x)) = S(P(x]y)), (5.22)
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where P(x) and P(x|y) are once more the pdf’s of the state x and of x conditioned on y,
respectively.

Since we are focusing on moderately non-linear problems we can assume Gaussian
distributed pdf’s. Additionally, we will use the logarithm taken to base two and we will
set k = 1, as mentioned above, since we are focusing on information aspects. Therefore,
the entropy for a normal distributed pdf with covariances S is given by [Rodgers (1996),
Rodgers (2000)]:

1
S(P) = 5 log, S| . (5.23)

Hence, the information content of a measurement for a prior covariance S; and a posterior
covariance S, can be written as:

1 1 1 1
H = log, S| — 5 108 |S,y| = 5 1082 81851 = —; log, S2S7 (5.24)

If we now select the channels sequentially by retaining the channel with highest /7 and
removing it afterwards from the subsequent calculations we obtain:

R
Si Sifl

1
H, = 3 log, : (5.25)

where the matrix S; is the posterior (retrieval) error covariance matrix given by
(c. f. Equation 3.41):

. . . . -1
S,L' - Si,1 - Sz',lKT <KTSZ',1K -+ Se> KSIL',l. (526)
Utilizing a scaling of the Jacobian matrix K (c. f. Equation 3.56) in the form:
. 11
K =S, *KSg,, (5.27)

such that the measurement error covariance matrix becomes a unity matrix (with S, and
Sap defined in subsection 5.1.2 except that all non-diagonal elements of S, are assumed
to be zero), Equation 5.26 can be rewritten as follows:

. k(S, k)T
S, =S, ,{1— M (5.28)
1+ (S;i-1k)Tk

where the k are the scaled weighting functions (scaled rows of the Jacobian matrix) and I
is the identity matrix.

The information content of a measurement using Gaussian distributed pdf’s can be
expressed by using the n-form of the retrieval error covariance matrix (c. f. Equation
3.40) which results in (using once more the scaled weighting functions, c. f. Equation
5.27):

1 .
Hi = 3 log, (1 v kTsHk> . (5.29)
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Figure 5.7: Selected channels via IC theory for temperature (top left), surface skin temperature (top right),
humidity (bottom left), and ozone (bottom right). The three different colors illustrate the three main IASI
spectral bands (black: 645.0 — 1210 cm™1, green: 1210 — 2000 cm™*, red: 2000 — 2760 cm~!). In the
case of the temperature panels the 2 m temperature is plotted at a pressure of 1017.0 hPa and the surface
skin temperature at a pressure of 1020.0 hPa. The channels were selected for a U. S. standard mid-latitude
summer atmosphere, the calculations were performed by RTTASI.

This selection method is implemented in the way that at first the total number of IASI
channels is pre-sorted according to the pressure levels where the weighting functions of
the channels are peaking. The information content is then calculated using Equation 5.29
for every available channel at each specific pressure level, starting with Sy = I (hav-
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ing in mind that the k’s are scaled). Now the channel with the highest H is retained
and additionally removed from the subsequent calculations. After that S is updated ac-
cording to Equation 5.28. The number of selected channel per level is determined by
taking 10% of the total number of peaking channels. Additionally, maximum and min-
imum threshold numbers of channels are defined. The detailed method which follows
[Lerner et al. (2002)] is described in appendix A, section A.4.

Figure 5.7 shows the weighting functions for the selected channels for a U. S. standard
mid-latitude summer atmosphere divided into the three main IASI spectral bands. The top
left panel illustrates those weighting functions which were selected for the temperature
profile retrieval, in the top right one can see the weighting functions of the selected sur-
face channels, whereas the bottom left panel and the bottom right panel are showing the
selected channels of humidity and ozone, respectively.

As indicated by the green color we can recognize a strong correspondence between the
temperature and humidity weighting functions in the troposphere resulting from the strong
H,O absorption situated in the second IASI spectral band (c. f. section 4.3 and Figure 4.3).
Additional temperature channels were selected in the strong CO, band centered at 15 pm
(black lines) generally contributing to atmospheric regions higher than the tropopause as
well as a few channels situated in the CO5 band centered at 4.3 pm (red lines).

The reason that there are only channels from the first IASI spectral band selected for
surface skin temperature and ozone is that the channels for these constituents are only
selected in one or two small regions, respectively, located in the first IASI spectral band
(825 cm™! — 975 cm~!: atmospheric window; 650 cm~! — 750 cm~! and 975 cm~! —
1100 cm™': vy, v and v5 fundamental vibration modes of ozone, c. f. subsection 1.4.4).

5.2.2 Maximum Sensitivity Approach

As an alternative which is simpler and faster than using the selection method defined in
subsection 5.2.1 an approach solely based on the weighting function matrix scaled by
the measurement errors is introduced (c. f. [Weisz et al. (2003)]). The method tries to
selectively choose those channels whose instrument noise is small or the measurement
sensitivity to the treated atmospheric constituent (temperature, humidity, ozone, or sea
surface temperature) is high. This is accomplished by maximizing the sensitivity-to-error
ratio, a matrix denoted by:

_1
H =S, °K, (5.30)

where again the measurement error covariance matrix, S, is taken as a diagonal matrix
by ignoring the inter-channel correlation for this purpose. The square-root of the inverse
of S., more precisely, the inverse square-roots of its diagonal elements (the standard de-
viations, defined in subsection 5.1.2) are expressing the uncertainty of a measurement,
i. e. S, is a measure of the quality of the measurement.

Advancing further the approach of [Weisz et al. (2003)], the implementation of this
channel selection algorithm starts once more with using the pre-information where the
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Figure 5.8: Selected channels via MS approach for temperature (top left), surface skin temperature (top
right), humidity (bottom left), and ozone (bottom right). The three different colors illustrate the three main
IASI spectral bands (black: 645.0 — 1210 cm™*, green: 1210 — 2000 cm ™, red: 2000 — 2760 cm™1!). In the
case of the temperature panels the 2 m temperature is plotted at a pressure of 1017.0 hPa and the surface
skin temperature at a pressure of 1020.0 hPa. The channels were selected for a U. S. standard mid-latitude
summer atmosphere, the calculations were performed by RTTASI.

weighting functions of the channels are peaking (c. f. subsection 5.2.1). Then the
sensitivity-to-error ratio matrix is calculated one time and a special number of channels
is selected per level. The number of channels selected per level is determined in the same
way as in information content theory (see appendix A, section A.4).
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In Figure 5.8 the weighting functions for the selected channels for a U. S. standard
mid-latitude summer atmosphere divided into the three main IASI spectral bands are il-
lustrated. Like in Figure 5.7 the top left panel shows those weighting functions which
were selected for the temperature profile retrieval, in the top right one can see the weight-
ing functions of the selected surface channels, whereas the bottom left panel and the
bottom right panel are showing the selected channels of humidity and ozone, respectively.

A comparison of these weighting functions with those selected via the IC theory
(c. f. Figure 5.7) exhibits that the channels selected with the MS approach for the dif-
ferent constituents show a stronger correlation between one another (which means that
they seem to be more linearly dependent) and that they are less evenly distributed, espe-
cially in the case of the humidity channels (in the case of ozone the weighting functions
for both, IC theory and MS approach, have similar shapes). In terms of computational ef-
ficiency the IC-based selection and the MS-based selection have closely similar demands
(see section 6.2 for further details).

As a summary, Figure 5.9 shows two different numbers of selected channels (310 and
909 for panels (a,c) and (b,d), respectively) for the two channel selection methods (IC the-
ory and MS approach, panels (a,b) and (c,d), respectively). The yellow and green dashed
lines are illustrating the specific spectral regions for the selection of surface skin temper-
ature channels (825 cm™! — 975 cm™') and ozone channels (650 cm~! — 750 cm™' and
975 cm~! — 1100 cm™!), respectively. The spectral regions for selecting the temperature
and humidity channels is indicated by the light dashed black lines (645 cm™! — 825 cm™!,
1100 cm™' = 1220 cm™}, 1370 cm™' = 2085 cm ™!, 2220 cm ! = 2500 cm™1).

The two selection methods show a quite similar behavior for the ozone channels (in-
dicated by the green crosses) whereas this is not the case for the surface channels (yellow
plus signs). This can also be seen in comparing Figure 5.7 and Figure 5.8 where in the
case of IC theory we have strong additional contributions from near surface channels
(c. f. Figure 5.9 (a) and (b)).

A comparison of the two selection methods regarding the temperature profile channels
exhibits similarities but also quite significant differences in the spectral region where they
occur as well as in their distribution, especially in the case of selecting about 900 channels.

Inspecting panel (b) and panel (d) in detail we can see that in the case of the selection
with the MS approach the channels are more accumulated in special spectral regions (near
700 cm ™!, between 1400 cm~! and 1600 cm™~!, and around 2000 cm~!). Additionally, the
MS approach selects almost no channels at the ascending wing of the CO, band centered
at 667 cm™! which is done when using the IC theory. These differences are resulting in
discrepancies especially in the temperature only retrieval which will be pointed out in a
forthcoming paper [Weisz et al. (2004)].

Since the H,O absorption covers the complete IASI spectral range (e. g. the v, funda-

mental vibration mode ranging from 640 cm™! to 2800 cm™! and centered at 1600 cm ™!,
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Figure 5.9: Selected channels for temperature, humidity, and ozone profiles as well as for surface skin
temperature overplotted on the brightness temperature spectrum calculated with RTIASI for a U. S. standard
mid-latitude summer atmosphere. The red diamonds indicate the temperature channels, the blue asterisks
the humidity channels, the green crosses the ozone channels and the yellow plus signs the SST channels.
Panel (a) and (b) were selected via IC theory whereas for panel (c) and (d) the MS approach was used. The
final number of selected channels for the panels (a) and (c) (adding the channels for all constituents) was
310 whereas the summation of the channels for the panels (b) and (d) gave 909.

or the HyO continuum ranging from ~200 cm~! to 1200 cm™!, c. f. subsection 1.4.4)
there is no special spectral domain preferred for the selection of channels in the allowed
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region. This behavior is illustrated well in all four panels of figure 5.9.

Nevertheless the two methods show differences in the region where the channels are
selected. The IC theory exhibits an accumulation of chosen channels between 1400 cm™*
and 1600 cm~! and around 2000 cm~* (c. f. the accumulation of the temperature channels
selected with the MS approach) whereas the MS method has clusters of chosen channels
near 2300 cm ™!,

Concluding it can be said that an intelligent channel selection method is essential for
a useful retrieval. Especially a clustering of channels which is too strong or ignoring
crucial spectral regions by a selection method yields a degradation of the results. The
impact of the two channel selection methods described here on the retrieval accuracy is
discussed in section 6.2. For a temperature only retrieval this was shown in [Weisz (2001),
Weisz et al. (2003)].
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Chapter 6

Retrieval Results and Performance
Analysis

In the previous chapters the theoretical background as well as some practical implemen-
tation setups were described. In chapter 3 the inversion scheme used in this study was
derived, chapter 4 introduced the forward model used, and chapter 5 provided a descrip-
tion of the retrieval setup, including the definition of the covariance matrices as well as
the channel selection schemes.

The task of this chapter is to show the performance of the developed algorithm. At
the beginning it has to be mentioned that all retrievals in this chapter were performed
with the assumption of clear sky all over the retrieval region. In section 6.1 the joint al-
gorithm is compared for different a priori profile sets as well as for different sets used
for the channels selection. In addition, we will specify the characteristics of the retrieval
(e. g. vertical resolution, contribution of a special channel to the retrieved state, etc.) for
some representative preselected profiles. Section 6.2 compares the different channel se-
lection algorithms described in section 5.2 for three sets of numbers of selected channels.
Finally, section 6.3 compares the results of the joint algorithm with the results of more
specific retrieval setups.

The retrievals shown in this chapter were performed for a quasi-realistic orbit arc of
METOP with a full swath of the IASI instrument. The swath was modeled by first cal-
culating the ground points of a METOP sub-orbital track using a standard orbit software
extracted from the Mission Analysis Planning System of the EGOPS software package
[Kirchengast et al. (2002)] and then calculating the points along sounding rays defined
by the RTIASI pressure level grid via the principles of spherical trigonometry. A detailed
description of this procedure is given in the appendix A, section A.1.

The number of profiles for the full orbit resulting from this procedure is 22 800. Fig-
ure 6.1 shows the ground track of the simulation region — it is an orbit ranging from Africa
over Antarctica, the Pacific Ocean and the Arctic region back to Africa via eastern Eu-
rope. The red points show the nadir points of the METOP satellite for every 8-th second
whereas the green points illustrates the surface points of a selected profile region ranging

101
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Figure 6.1: Ground track of the simulation region for this study. The red points indicate the nadir points
of the METOP satellite for every 8-th second. The green points illustrate the surface points of a selected
profile region ranging from Africa to Antarctica (191 profiles) for an obliquity angle of 1.5°. The three red
crosses are the positions of the profiles for which the error characterization functions are discussed.

from Africa to Antarctica (191 profiles) for an obliquity angle of 1.5° (almost nadir look-
ing) off the nadir direction. The profiles of this region are shown as exemplary results
of the present end-to-end simulation study. The three red crosses indicate the positions
of those profiles for which the error characterization functions are shown and discussed
(subsection 6.1.2).

To obtain quasi-realistic atmospheric conditions a high resolution (T511L60)
ECMWEF analysis field from September 15, 2002, 12 UTC, was used to create the “true”
profiles. The individual values of the profiles were obtained by interpolating the values
of the analysis field to the points according the RTIASI pressure level grid which were
calculated via the method described above. The example slices, the location of the “true”
field for the 191 profiles whose ground points are illustrated as the green line in Figure
6.1 are shown in Figure 6.2, top, for the temperature profiles, and in Figure 6.3 for the
humidity profiles (top) and the ozone profiles (bottom). Figure 6.2, bottom, shows the
surface skin temperature (SST) for the whole swath.
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Figure 6.2: "True” temperature profile (top) and surface skin temperature field (bottom) obtained from a
high resolution (T511L60) ECMWF analysis field from September 15, 2002, 12 UTC. The profiles are
illustrated for the 191 profiles whose ground points are illustrated as the green line in Figure 6.1.
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Figure 6.3: "True” specific humidity (top) and ozone (bottom) profiles for the 191 profiles, whose ground
points are illustrated as the green line in Figure 6.1, obtained from a high resolution (T511L60) ECMWF
analysis field from September 15, 2002, 12 UTC. Note the different pressure ranges (ordinates) of the two
panels.
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For the initialization of and as background data to the retrieval we used two differ-
ent types of a priori data. On the one hand our intention was to show the performance
of the retrieval algorithm under quasi realistic conditions. For this purpose we used the
24-hour ECMWEF forecast field of the ECMWEF analysis field introduced above. The dif-
ference between the analysis field and the 24-hour forecast field for the selected profile
region denoted by the green line in Figure 6.1 is shown in Figure 6.4, top, for the tem-
perature profiles and in Figure 6.5, top, for the humidity profiles. For ozone and SST
the forecast -minus-analysis difference was not directly used, since in both cases the dif-
ference between forecast and analysis field was too small to be of direct use for testing
the performance of the retrieval algorithm. The a priori data for ozone and SST were
rather obtained by creating them consistent with the assumed a priori error covariance
matrices (c. f. subsection 5.1.2) via the method described in subsection 5.1.4. Figure 6.4,
bottom shows the differences in SST for the whole swath and Figure 6.5, bottom, shows
the differences for the ozone profile slice.

Additionally, in the top panel of Figure 6.6, bias (black line), standard deviation
(yellow line), empirical rms (dashed blue line), and 2 times standard deviation of bias
(solid blue line) of all 22 800 profiles for temperature, humidity, and ozone are illustrated
whereas in the bottom panel the same is shown for the 15 233 points of the sea surface
temperature; the error data of the surface shown here contain only the points over the
ocean surface.
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Figure 6.4: 24-hour forecast field minus analysis field for an ECMWF T511L60 analysis from September
15, 2002, 12 UTC. The profiles are illustrated for the 191 profiles whose ground points are illustrated as
the green line in Figure 6.1. In the top panel the difference of the temperature profiles are shown whereas
the bottom panel shows the difference in SST. The SST a priori data were constructed from the assumed a
priori uncertainties of 1.5 K (c. f. subsection 5.1.2).
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priori ozone error covariance matrix (c. f. subsection 5.1.2).
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line), and rms (dashed blue line) of the 24-hour forecast field minus analysis field for an ECMWF T511L60
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diagonal elements which were used to create the a priori error covariance matrices.
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A second intention was to create a platform for a good comparison of the different
channel selection methods (see section 6.2) and retrieval setups (see section 6.3) dis-
cussed in this study. For this purpose we created a priori data consistent with the a priori
error covariance matrices for temperature, humidity, and ozone (c. f. section 5.1.2) by
perturbing the true” field via the method described in section 5.1.4. The results of this
process are illustrated in Figure 6.7 (difference between true and a priori temperature pro-
file (top) and true and a priori SST (bottom)) and in Figure 6.8 (difference between true
and a priori humidity (top) and ozone (bottom) profiles). It is re-called that the a priori
SST uncertainty was set to 1.5 K.

Figure 6.9 shows the error data of this kind of a priori setup. Once more the black
line illustrates the bias, the yellow line the standard deviation, and the dashed blue line the
rms. A specific comment has to be made on the humidity data: As can be seen in Figure
6.9, top middle, the a priori data is in some parts no longer consistent with the a priori
error covariance matrix. The reason for this is that a cut-off (at most 90% perturbation
was allowed) was introduced to avoid unphysical (negative) humidity values which would
lead to inconsistencies in the retrieval.
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Figure 6.7: Difference between the “true” field (high resolution T511L60 ECMWEF analysis field from
September 15, 2002, 12 UTC) and the a priori field created out of the “true” field via the method described
in section 5.1.4. In the top panel the difference of the temperature profiles are shown whereas the bottom

panel indicates the difference in SST.
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Figure 6.9: Bias (black line), 2 times standard deviation of bias (solid blue line), standard deviation (yellow
line), and rms (dashed blue line) of the a priori data consistent with the a priori error covariance matrices
minus analysis field for an ECMWF T511L60 analysis from September 15, 2002, 12 UTC, for the 22 800
temperature (top left), humidity (top middle), and ozone (top right) profiles as well as for the 15 233 SST
points (bottom). The red lines denote the diagonal elements which were used to create the a priori error
covariance matrices.
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6.1 Performance Analysis of the Joint Algorithm

The aim of this section is to show the performance of the joint algorithm via the compari-
son of three different initial sets (i. e. different a priori data combined with different data
sets used to perform the channel selection; subsection 6.1.1) and by showing the charac-
terization functions of the retrieval for some representative profiles (subsection 6.1.2).

6.1.1 Retrieval Results for a Full Orbit

The first set of this section uses the a priori data illustrated in Figure 6.4 and Figure
6.5 which combines the 24-hour forecast data for temperature and humidity profiles with
a priori data consistent with the a priori error covariance matrices for ozone profiles
and SST. The selected channels used in this set were derived in performing the IC al-
gorithm (c. f. section 5.2.1) for selecting ~300 channels on the CIRA86aQ climatology
[Kirchengast et al. (1999)] with suitable ozone profiles obtained from U. S. standard pro-
files (source: http://nssdc.gsfc.nasa.gov/space/model/atmos/us_standard.html).

The second set consists of the same a priori data as the first set but uses the 24-hour
forecast data themselves for channel selection (except in the case of ozone where the same
channels as in the first set were used).

The third set uses the a priori data illustrated in Figure 6.7 and Figure 6.8 which
consists of data consistent with the a priori error covariance matrices for temperature,
humidity, ozone, and SST (c. f. section 5.1.2) by perturbing the true” field via the method
described in section 5.1.4.

In Figure 6.11 the results of the retrieval process for the temperature profile for these
three initial sets are illustrated for the 191 profiles indicated by the green line of Figure 6.1.
Comparing the results of the upper two panels with the initial state shown in Figure 6.4,
top, we find improvements in the troposphere where the parts with a difference bigger than
+2 K as well as those parts with differences between 1 and 2 K have clearly decreased.
In the stratosphere we find similar improvements with the restriction that the higher we
get up the smaller is the gain in information we obtain from the measurement.

A deeper view is obtained by examining the error statistic data for all 22 800 pro-
files shown in Figure 6.10 in detail. Comparing the left and the middle panel with the
initial state given by the top left panel of Figure 6.6 we find that the bias arising in the
stratospheric a priori data could mostly be deleted by the inclusion of information from
the TASI instrument. Furthermore, a decrease in standard deviation and rms, respectively,
could be gained, significantly seen in the stratosphere but also present in the tropospheric
region.

A comparison of the left and the middle panel of Figure 6.10 which has the equivalent
meaning of the comparison of the retrieval results for two different data sets used in
the channel selection process points out that the differences only occur in the second
digit. Since the usage of the climatology for the channel selection process is much more
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Figure 6.10: Error statistic data for temperature profiles for three different initial data sets: left panel: 24-
hour forecast data for temperature and humidity profiles combined with a priori data consistent with the a
priori error covariance matrices for ozone profiles and SST as first guess and the CIRA86aQ climatology
[Kirchengast et al. (1999)] with suitable ozone profiles obtained from U. S. standard profiles used for the
channel selection process; middle panel: the same first guess as in the left panel but using the forecast data
themselves (except for ozone) for the channel selection process; right panel: a priori data consistent with
the a priori error covariance matrices for temperature, humidity, and ozone profiles and SST as first guess
and the same channel selection set as in the left panel. The legend corresponds to the legend of Figure
6.6. The additional dotted green line denotes the theoretical estimate of the rms (diagonal elements of the
retrieval error covariance matrix, c. f. section 3.3) of the finally accepted best state estimate.

efficient than using the forecast data because we have to select the channels only one
time (in comparison to a successive selection in the case of using the forecast data) we
strongly suggest to perform the selection of the channels used in the retrieval process on

a climatology rather than on forecast data.

Figure 6.11, bottom, and the right panel of Figure 6.10, respectively, show the results
for a retrieval where the a priori data (c.f. Figure 6.7, top, and Figure 6.9, top left, respec-
tively) perfectly fits the a priori error covariance matrices. We see that in this case the
obtained standard deviation of the retrieval is the same as its theoretical estimate (diagonal
elements of the retrieval error covariance matrix, c. f. section 3.3, of the finally accepted
best state estimate; dotted green line of Figure 6.10) which is in contrast to the two other
cases where the standard deviation is mostly better than the theoretical one resulting from
the better first guess. This last case is the basic set for the comparison of the retrievals
for temperature, humidity, ozone, and SST for the different channel selection methods as
well as for comparing the results of the joint retrieval and the more specific ones.
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Figure 6.11: Example results of retrieved minus true temperature profiles for the 191 profiles denoted by
the green dots in Figure 6.1 for three different initial data sets: The initial datasets for the topmost panel is
the same as for the left panel of Figure 6.10, the two middle panels correspond to one another, and the right
panel of Figure 6.10 corresponds to the bottom panel here.
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Comparing the results of the retrieved humidity when using the joint algorithm (see
Figure 6.12 for the error statistics and Figure 6.13 for the example results of the 191
profiles) mostly the same can be said as in the case of the estimation of temperature. We
once more recognize that the resulting rms (standard deviation) for the left and the middle
panel of Figure 6.12 is better than the theoretical estimate of it and once more the results
for the different profile sets used in the channel selection process are quite the same.

In the case of the retrieval with an initial guess consistent with the a priori error co-
variance matrices (c. f. Figure 6.12, right panel) we observe that the theoretical estimate
of the rms is slightly better than the rms obtained by the retrieval. This effect results from
the fact that the perturbation of the humidity profiles, which is based on the estimation
of humidity errors of the ECMWF forecast field, is quite high (up to 60 %, c. {. Figure
6.9, top middle). In this case the humidity profiles can not be retrieved exactly since our
assumption of a linear, or moderately non-linear problem, respectively, is not fully satis-
fied. The small bias seen in the upper tropospheric region can also explained by this fact.
Note, that a test run with a smaller perturbation of the first guess exhibits no differences
between theoretically estimated and empirically analyzed rms as well as shows no bias

occurring.
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Figure 6.12: Error statistic data for humidity profiles for three different initial data sets: The initial datasets
for these panels correspond to those of Figure 6.10. The legend corresponds to the legend of Figure 6.6. The
additional dotted green line denotes the theoretical estimate of the rms (diagonal elements of the retrieval
error covariance matrix, c. f. section 3.3) of the finally accepted best state estimate.
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green dots in Figure 6.1 for three different initial data sets: The initial datasets for these panels correspond
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In the case of the retrieved ozone profiles, when using the joint algorithm (c. f. Figure
6.14 for the error statistics and Figure 6.15 for the exemplary results of the 191 profiles®),
we get the same results for all three cases. This should be evident since the initial ozone
data for all three cases is the same (as mentioned above, the reason, to use an initial
guess for ozone consistent with the a priori error covariance matrix with 20 % error in
its diagonal in the case of using the 24-hour forecast data for temperature and humidity
is that the 24-hour forecast for ozone has an rms of only 3 % and therefore is not really
useful for showing the performance of the algorithm). What we are able to learn from this
is that the ozone retrieval is rather independent form the initial guess used for temperature
and humidity which is also true vice versa (c. f. subsection 6.3.3).
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Figure 6.14: Error statistic data for ozone profiles for three different initial data sets: The initial datasets
for these panels correspond to those of Figure 6.10. The legend corresponds to the legend of Figure 6.6. The
additional dotted green line denotes the theoretical estimate of the rms (diagonal elements of the retrieval
error covariance matrix, c. f. section 3.3) of the finally accepted best state estimate.

Figure 6.14 indicates that we get improvements of the ozone data only in regions of
high concentration of ozone (“ozone layer”) due to the fact that the weighting functions
of ozone exhibit important peaks only at this height (c. f. subsection 6.1.2).

*Note that for the conversion of the estimated ozone from mixing ratios to number densities we utilized
the estimated states of temperature and humidity. Therefore the errors of temperature and humidity are
included in the difference plots shown here. This is not true for the error analysis data of the ozone profiles
since the error analysis was performed before the conversion took place.
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Figure 6.15: Exemplary results of retrieved minus true ozone profiles for the 191 profiles denoted by the
green dots in Figure 6.1 for three different initial data sets: The initial datasets for these panels correspond
to those of Figure 6.11.
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For the initial guess of the surface skin temperature the same applies as for the ozone
profile data. We once more detect a strong independency on the data set used for the
channel selection (c. f. Figure 6.16, panel (a) and (b), and Figure 6.17, top and middle
panel). Examining the differences of the SST retrieval for different initial guesses of the
whole atmosphere (by comparing the panels (a) and (b) of Figure 6.16 with panel (c) of
the same Figure or the top and the middle panel of Figure 6.17 with the bottom panel,
respectively) we can realize slightly better results for the retrieval which uses the forecast
as a priori data, due to the fact that the near-surface variability of the temperature profile
of the 24-hour forecast is smaller compared to the initial guess consistent with the a priori
error covariance matrices. Also in contrast to the retrieval no correlation between surface
data and profile data was taken into account in the perturbation process. Despite these
subtleties, any such differences of the three results are of no practical relevance.

A closer examination of Figure 6.16 shows that the retrieval exhibits better results
for the rms than the theoretical estimate proposes which most distinctly can be seen in
using the forecast data for temperature and humidity as first guess, but is also present in
the case of using a priori data consistent with the a priori error covariance matrices for
all retrieved atmospheric parameters. This can be explained by the fact that the retrieval
of SST is highly dependent on the retrieval of the overlying atmosphere (c. f. subsection
6.3.1).

It has to be mentioned here that the reason for the good results all over the swath is the
assumption of a clear sky all over the retrieval region. As mentioned in section 1.5, the
retrieval would stop at the cloud top in the case of the presence of cloudiness over some
area. However, as cloudiness can be reasonable well detected and as SST variability is
small over a few days time scale, the results indicate that IASI is clearly a promising
instrument for accurate SST sounding in an operational manner.
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Figure 6.16: Error statistic data for SST for three different initial data sets: The initial dataset of panel (a)
corresponds to the left panel of Figure 6.10, panel (b) corresponds to the middle panel of Figure 6.10, and
panel (c) corresponds to the right panel of Figure 6.10.
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6.1.2 Profile Retrieval Characterization Results

In this subsection characterization functions of the retrieval for some representative pro-
files are shown. The profiles were chosen from the case of using forecast data for
temperature and humidity profiles and data consistent with the a priori error covari-
ance matrices for ozone and SST as first guess and using the CIRA86aQ climatology
[Kirchengast et al. (1999)] with suitable ozone profiles obtained from U. S. standard pro-
files for selecting ~300 channels via the IC method. We will show characteristic prop-
erties of the retrieved profiles (temperature, humidity, and ozone) including correlation
functions, weighting functions, resolution kernels, gain functions, and signal to noise
functions.

Figure 6.18 shows the true, a priori, and estimated temperature (first row), humidity
(second row), and ozone (last row) profiles for three different cases, a low (21.3° south,
33.0° east — first column), a mid (44.5° south, 26.2° east — second column), and a high
(70.0° south, 7.9° east — third column) latitude case. These profiles are investigated in
detail in the following which means that the various characterization functions mentioned
above are displayed. These three profiles are illustrated by the red crosses in Figure 6.1
and are extracted from the 191 profiles of the slice illustrated in subsection 6.1.1.

Note that in the case of the ozone profile the estimated profile includes also the errors
of the state of temperature and humidity since the retrieval is performed in terms of mixing
ratios whereas the profiles are shown as number densities. The errors later shown in
the panels (a) and (b) of Figures 6.27, 6.28, and 6.29, respectively, do not include this
conversion errors since they are calculated on the mixing ratio level.

Temperature

Let us focus on the retrieved temperature profiles first. The panels (a) of Figure 6.19 and
6.20 instructively show that temperatures near the tropopause and in some stratospheric
regions are most difficult to retrieve. The differences near the tropical (~100 hPa, c. f. Fig-
ure 6.19, panel (a)) and mid-latitude (~200 hPa, c. f. Figure 6.20, panel (a)) tropopause
originate mainly from the limited resolution available at heights >200 hPa. In the case of
the arctic profile (c. f. Figure 6.21, panel (a)) it is hard to correctly define the height of the
tropopause. The salient tropospheric error peak arising at about 450 hPa in the latter case
has its reason in a too optimistic assumption of the local a priori error (1.5 K in the whole
troposphere).

The panels (b) of the Figures 6.19, 6.20, and 6.21 illustrate the estimated retrieval
error of the temperature profiles. The estimated total errors (i. e. the square roots of the
diagonal elements of S,c.f. Equation 3.40) depend mainly on the shape of the weighting
functions as well as on the assumed a priori errors. On a closer examination this total
error estimate is mostly determined by the smoothing error (square roots of the diagonal
elements of the smoothing error covariance matrix, c. f. Equation 3.54) which is largest
in the stratosphere where the a priori errors are important and the resolution kernels in A
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Figure 6.18: True, a priori, and estimated temperature (first row), humidity (second row; lower part: nor-
mal scale, upper part log-scale), and ozone (last row) profiles for three different cases, a low (first column),
a mid (second column), and a high (third column) latitude case.
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(discussed below) are broad. The measurement-based error (i. e. the square roots of the
diagonal elements of the measurement-based error covariance matrix, c. f. Equation 3.55)
depends on the shape of G (also discussed below) and is comparatively small since the
instrumental errors specified in S, are small.

The panels (c) of the Figures 6.19, 6.20, and 6.21 give a good indication of the in-
fluence of the a priori data on the retrieval by examining the “retrieval-to-a priori” error
ratio profile (ratio of the estimated total retrieval errors to the a priori errors in percent).
The 50% line (dotted vertical line) which is crossed by the ratio near 200 hPa implies
that the a priori data have a major influence in the stratosphere, while the measurements
improve more than a factor of 2 upon the a priori errors in the troposphere.

The second and the third row of Figures 6.19, 6.20, and 6.21 illustrate further charac-
teristics of the representative temperature profiles including error correlation functions of
the a priori (panel (d)) and measurement (panel (e)) error covariance matrices, weighting
functions (panel (f)), averaging kernel functions (panel (g)), gain functions (panel (h)),
and SNR functions (panel (i)). Correlation Functions (rows of S,, and S, c. f. Equation
3.40 and section 5.1.2) as well as averaging kernel functions (rows of A, c. f. Equa-
tion 3.51) are shown for clarity at three selected pressure levels only (~400, ~200, and
~10 hPa), representing the troposphere, the tropopause region, and the stratosphere, re-
spectively. Correspondingly, weighting functions (rows of K), gain functions (columns
of G, c. f. Equation 3.48), and SNR functions (rows of K,c.f. Equation 3.56) are shown
for three representative channels only (1472.75, 694.25, and 649.0 cm ™), which exhibit
peaks at or close to the three levels chosen above. The diamond symbols indicate the
retrieval levels (i. e. represent the actual values of the matrices) pointing out the usage of
a non-equidistant grid.

The correlation functions (rows of the normalized covariance matrix C;; =
Si;i/\/SiiS;;) quantify the fraction of correlation between the error at a given level ¢ with
one at any other level j. The correlation functions of the a priori error (panels (d)) fol-
low the exponential drop-off structure as specified in section 5.1.2. The retrieval errors
obtained in S show a somehow similar but significantly sharpened correlation structure
(panels (e)). This indicates that the errors in the retrieved temperature profiles (but also
those of the retrieved humidity and ozone profiles, c. f. panels (e) of the Figures 6.23,
6.24, and 6.25 and of 6.27, 6.28, and 6.29, respectively) are much less correlated between
neighboring levels. The sharpening is introduced into S by the transformed-S_! term
dominating S, in Equation 3.407.

"Weak correlation (ideally no correlation) is a favorable property, e. g., if the data are assimilated via
optimal interpolation, since it simplifies the formulation of the covariance matrix.
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The panels (f) of the Figures 6.19, 6.20, and 6.21 show the characteristic shapes of the
weighting functions of the temperature, where each function indicates the weighting with
which the temperature profile contributes to the brightness temperature (75) observation
of a particular IASI channel. While 7’z observations sensitive to the troposphere (e. g., the
1472.75 cm~! channel, at least for the low- and mid-latitude case) stem from rather narrow
well defined regions, the weighting functions increasingly broaden in the stratosphere,
where their spread is of the order of 10 km (e. g., at 649.0 cm™1!). It is evident from this
type of sensitivity (and based on the fact that more IASI channels peak in the troposphere
than in the stratosphere) that the inversion will lead to retrievals with better resolution and
accuracy in the troposphere than in the stratosphere.
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Figure 6.19: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a low latitude temperature profile at latitude 21.3° south and longitude 33.0° east
using ~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization
functions are shown for three representative levels (~400, ~200, and ~10 hPa) and channels (1472.75,
694.25, and 649.0 cm~!) only. See text for explanation and discussion of the panels.
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Figure 6.20: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a mid latitude temperature profile at latitude 44.5° south and longitude 26.2° east
using ~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization
functions are shown for three representative levels (~400, ~200, and ~10 hPa) and channels (1472.75,
694.25, and 649.0 cm™!) only. See text for explanation and discussion of the panels.
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Figure 6.21: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a high latitude temperature profile at latitude 70.0° south and longitude 7.9° east
using ~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization
functions are shown for three representative levels (~400, ~200, and ~10 hPa) and channels (1472.75,
694.25, and 649.0 cm~!) only. See text for explanation and discussion of the panels.
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In the panels (g) of Figures 6.19, 6.20, and 6.21, respectively, the averaging kernel
functions, which measure with the spread of their main peak (FWHM) the resolution of
the retrieved profile at the level of their peak (c. f. subsection 3.3.2), are displayed. The
FWHM measure indicates a resolution of better than 1 km to 7 km in the troposphere
decreasing to about 15 km at 10 hPa (c. f. Figure 6.22, panel (a)).
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Figure 6.22: Vertical resolution of the three representative temperature profiles (a low, a mid, and a high
latitude profile) for three different resolution measures. See text for explanation.

In Figure 6.22 a more detailed resolution analysis is represented. Additional to the
FWHM measure two other measures are presented, the first defined by Backus and Gilbert
(1970) (c. f. [Rodgers (2000)]), who define the resolution r; at a height level 7, with Az;
as the height interval at level 7, as follows:

%, (= 5) 52
(5 44)

In the case of negative sidelobes (c. f. panels (g) of Figures 6.19, 6.20, and 6.21) we may
substitute A;; by |A;;| in the denominator, otherwise the calculated resolution would be
too large [Collard (1998)]. The second measure is defined by [Purser and Huang (1993)],
which relate the vertical resolution to the reciprocal of the so called data density, 1/ p;,
with the data density p; as p; = A;;/Az;. Both methods have been applied to our retrieval
and are shown in Figure 6.22 panel (b) and (c), respectively. We find quite similar results
for the FWHM and the data density measure whereas the Backus-Gilbert measure shows
a higher vertical resolution.

r; =12

; (6.1)

The reason why the results obtained by the FWHM measure is not consistent with
the preliminary results of [Collard (1998)] and those reported by [Weisz (2001)] is the
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assumption of smaller but more correlated a priori errors which result in a decreasing of
the peak (lowering of the amplitudes in the averaging kernels by suppressing information
from the measurement due to the assumption of a better first guess) and a broadening of
the averaging kernels (due to the higher a priori error correlation)?.

The gain functions (c. f. panels (h) of Figures 6.19, 6.20, and 6.21) indicate that any
specific observation contributes most to the retrieved profile near the peak of the associ-
ated weighting function. At first view it may contradict intuition, given the better retrieval
performance in the troposphere, that the largest gain (especially in the case of the low
latitude profile) occurs for the stratospheric channel. But on a deeper view we see that the
stronger gain function of the stratospheric channel does not only mean higher sensitivity
of the retrieved state of the temperature to the measured brightness temperature but also
a correspondingly higher error amplification. Thus, in contrast to the weighting functions
the gain functions do not directly indicate retrieval performance.

SNR functions (c. f. panels (i) of Figures 6.19, 6.20, and 6.21) resemble the shape of
the weighting functions since they are just normalized versions of them (c. f. Equation
3.56). In the troposphere their magnitude is governed mainly by the small measurement
errors whereas in the stratosphere they are dominated by the large a priori errors. The
small peak value of the SNR function compared to that of the weighting function near
200 hPa is caused by the fact that in the spectral region of the tropopause channels”
(near the center of the 1600 cm~! H,O Band — Tz < 240 K) the measurement errors are
relatively large (~0.8 K at 1558 cm™1).

Humidity

In inspecting the humidity results for the three representative profiles (c. f. Figure 6.18
panels (d-f) for the absolute values and Figures 6.23, 6.24, and 6.25 for the retrieval char-
acteristics) we see that the largest part of information can be gained in a region between
200 hPa and 600 hPa (c. f. panel (a) of the three Figures). Problems arise at heights lower
than 600 hPa due to less information gained by the IASI instrument in this region and
quite small a priori errors (<40% at heights lower than 600 hPa). The reason of the big
differences at heights <700 hPa, especially in the mid latitude case (c. f. Figure 6.24,
panel (d)), can be explained by the fact that the forecast does not catch well the height
of the maritime boundary layer (c. f. Figure 6.18, panel (e)). Since this is a very sharp
structure where quite large humidity gradients can occur the resolution of the IASI instru-
ment is too low to resolve it. This better performance above 700 hPa can also be figured
out by the panels (b) — increase of measurement and smoothing errors below 700 hPa
and above ~300 hPa — and (c) — when averaging over all three profiles the “retrieval-to-a
priori” error ratio has values below 50% in atmospheric regions between ~300 hPa and
~600 hPa.

ITests with higher a priori errors and a smaller correlation gave quite similar results as reported by
[Weisz (2001)]. Additionally, all three measures deliver comparable results.
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Figure 6.23: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a low latitude humidity profile at latitude 21.3° south and longitude 33.0° east using
~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization functions
are shown for three representative levels (~840, ~360, and ~220 hPa) and channels (852.25, 1472.75, and
1558.0 cm™!) only. See text for explanation and discussion of the panels.
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Figure 6.24: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a mid latitude humidity profile at latitude 44.5° south and longitude 26.2° east using
~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization functions
are shown for three representative levels (~840, ~360, and ~220 hPa) and channels (852.25, 1472.75, and
1558.0 cm™—1) only. See text for explanation and discussion of the panels.
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Figure 6.25: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a high latitude humidity profile at latitude 70.0° south and longitude 7.9° east using
~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization functions
are shown for three representative levels (~840, ~360, and ~220 hPa) and channels (852.25, 1472.75, and
1558.0 cm™!) only. See text for explanation and discussion of the panels.
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The characterization functions illustrated in the second and third row of Figures 6.23,
6.24, and 6.25 which were theoretically well explained in the temperature section earlier
are shown for three selected pressure levels, too (~840 hPa, ~360 hPa, and ~220 hPa)
where the first one should represent the lower troposphere and the two other ones the
upper tropospheric region. The corresponding channels are displayed in the weight-
ing functions, gain functions and SNR functions are 852.25 cm™!, 1472.75 cm™!, and
1558.0 cm ™,

Like the tropospheric weighting functions for temperature (c. f. Figure 6.19, (f)) the
weighting functions for humidity (c. f. Figures 6.23, 6.24, and 6.25, (f)) exhibit a rather
sharp and narrow shape which will lead to a quite good vertical resolution throughout the
whole tropospheric region.
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Figure 6.26: Vertical resolution of the three representative humidity profiles (a low, a mid, and a high
latitude profile) for three different resolution measures. See text for explanation.

In addition to the averaging kernel functions (c. f. panels (g) of Figures 6.23, 6.24,
and 6.25) we show once more — this time for the humidity — the measures for the vertical
resolution defined in the temperature part (see Figure 6.26). In general all three measures
exhibit a vertical resolution of about 2 km near the surface which increases to about 3 km
at 200 hPa. The best indication of retrieval problems between ~700 hPa and ~900 hPa is
given by the reciprocal data density measure and weakly also in the FWHM case.

Gain and SNR functions (c. f. panels (h) and (i) of Figures 6.23, 6.24, and 6.25) appear
to show similar characteristics as mentioned for the tropospheric temperature case.
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Ozone

Focusing on the retrieved ozone (c. f. Figures 6.18 panels (g-1) for the absolute values
and Figures 6.27, 6.28, and 6.29 for the retrieval characteristics) we have to notice in all
three different latitude cases that the information gained by the estimation process has a
reasonable magnitude only in regions with high relative ozone amount, i. e. in the lower
stratosphere. This is illustrated by the total retrieval error, which is dominated like in the
temperature and humidity case by the smoothing error, as well as by the ’retrieval-to-a
priori” error ratio which has a magnitude of almost 50% only at this height and in no case
is dropping under this value. Additionally the retrieval correlation functions (panels (¢))
exhibit a comparatively narrowing behavior solely in the ozone layer region.

On a closer examination of the weighting functions, especially of the channel at
1039.75 cm™!, we see the possibility to approximately deduce the thickness and loca-
tion of the part of the atmosphere where ozone has its maximum concentration due to the
fact that this channel peaks in the whole region of high ozone concentration. This results
in a vertical resolution (c. f. Figure 6.30) of the retrieval for ozone delivered by the IASI
instrument which is quite coarse, too. The FWHM measure results in about 20 km over
the whole treated region, whereas the Backus and Gilbert measure seems once more to
be too optimistic. The measure defined by the reciprocal of the data density results in a
vertical resolution of about 20 km only in the region of high ozone concentration and is
beyond 50 km elsewhere.
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Figure 6.27: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a low latitude ozone profile at latitude 21.3° south and longitude 33.0° east using
~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization functions
are shown for three representative levels (~286, ~45, and ~4 hPa) and channels (1506.25, 1039.75, and
673.25 cm™!) only. See text for explanation and discussion of the panels.
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Figure 6.28: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a mid latitude ozone profile at latitude 44.5° south and longitude 26.2° east using
~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization functions
are shown for three representative levels (~286, ~45, and ~4 hPa) and channels (1506.25, 1039.75, and
673.25 cm™!) only. See text for explanation and discussion of the panels.
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Figure 6.29: Optimal estimation results for the error analysis and various functions characterizing the re-
trieval performance for a high latitude ozone profile at latitude 70.0° south and longitude 7.9° east using
~300 channels selected by the IC method (c. f. subsection 5.2.1). For clarity the characterization functions
are shown for three representative levels (~286, ~45, and ~4 hPa) and channels (1506.25, 1039.75, and
673.25 cm™!) only. See text for explanation and discussion of the panels.
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Figure 6.30: Vertical resolution of the three representative ozone profiles (a low, a mid, and a high latitude
profile) for three different resolution measures. See text for explanation.

In summary it is observed that the retrieved ozone profile consist mostly of a pri-
ori information and has reasonable information of the sensor only in those parts of
the atmosphere where the concentration of the ozone is high which leads us to the ex-
pectation to obtain at least significant improvements in the calculation of the ozone
column amount. This is consistent with the expectations of the IASI Science Plan
[Camy-Peyret and Eyre (1998)].



140 CHAPTER 6. RETRIEVAL RESULTS AND PERFORMANCE ANALYSIS

6.2 Comparison of Different Channel Selection Methods

The task of the current section is the comparison of the two different channel selection
algorithms described in section 5.2 (IC theory and MS approach) for three sets of num-
bers of selected channels. As initial input set for all six cases we used the a priori data
illustrated in Figure 6.7 and Figure 6.8 which consists of data consistent with the a priori
error covariance matrices for temperature, humidity, ozone, and SST (c. f. section 5.1.2)
by perturbing the “true” field via the method described in section 5.1.4. The selected
channels used in this set were derived in performing the IC and MS algorithm (c. f. sec-
tion 5.2.1) on the CIRA86aQ climatology [Kirchengast et al. (1999)] with suitable ozone
profiles obtained from U. S. standard profiles. The comparison of this initial set with a
more realistic input (e. g., using a 24-hour forecast field as first guess) is given in section
6.1.

The three different sets of numbers of selected channels were chosen to get approxi-
mately 3.5%, 10% and 20% of the full number of IASI channels (c. f. section 2.2) which
resulted in an averaged number of selected channels per profile of 300 channels for the
smallest dataset (~3.6%), 887 channels for the medium dataset (~10.8%), and 1808 chan-
nels for the largest dataset (~22.1%). On a closer examination this can be split up into the
different atmospheric parameters the channels are selected for. Therefore the averaged
numbers of selected channels per profile were 89/ 324/ 858 channels for temperature, 87/
336/ 766 for humidity, 64/ 167/ 224 for ozone and 60/ 60/ 60 for SST, respectively. We see
that the number of selected channels for the different atmospheric species do not follow
the rough multiplication factors between total sets (x3 and x2 between 3.5%, 10% and
20%). The reason for this is that the IASI spectral interval has only two small bands for
the surface and the ozone channels which means that the number of channels with reason-
able information for these parameters is limited. Thus, we have filled up the remaining
amount by temperature and humidity channels.

| Numerical Efficiency |

channel set IC MS
300 1.00 0.98
887 3.74 4.25
1808 11.25 13.13

Table 6.1: Comparison of the numerical efficiency for the six different channel selection cases. The set
with ~300 channels selected by IC theory acts as our reference case. We see that in the case of the small
number of selected channels both retrievals (with IC and MS selected channels) have the same performance
(apart from small differences which may be explained by hardware effects) whereas with an increasing
number of channels the cost in computer time increases more than linearly.

Let us now start with the intercomparison of the results for the different cases. A
general view yields that the performance differences are not tremendous in all four cases
— temperature (c. f. Figure 6.31), humidity (c. f. Figure 6.32), and ozone (c. f. Figure 6.34)
profiles as well as sea surface temperature (c. f. Figure 6.33) — although the numerical
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Figure 6.31: Temperature results of the joint retrieval algorithm for six different retrieval cases. Bias (black
line), 2 times standard deviation of bias (solid blue line), standard deviation (yellow line), rms (dashed blue
line), theoretical estimate of the rms (dotted green line), and diagonal values of the used a priori error

covariance matrix (red line). Explanation see text.

efficiency is of course significantly better for the case of selecting about 3.5% of the
channels only (c. f. Table 6.1).

On a closer examination of the temperature results (c. f. Figure 6.31) we obtain that
the theoretical estimation of the rms is decreasing slightly with increasing number of
selected channels. This is not the fact for the empirical rms which is virtually the same
for the small and the medium set but increases significantly for the case of ~1800 selected
channels. Furthermore, the maximum set of selected channels results in the appearance
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of slight bias structures which are not present in the two other sets.

A comparison of the two different channel selection methods (IC, top three panels of
Figure 6.31 and MS, bottom three panels of Figure 6.31) yields no significant difference
for the cases with the small and the medium number of selected channels, only the set
with 1808 selected channels shows a slightly better performance in the IC case which can
be traced back to the fact that the IC theory selects fewer linearly dependent channels, in

the sense explained in section 5.2.
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Figure 6.32: Humidity results of the joint retrieval algorithm for six different retrieval cases. Bias (black
line), 2 times standard deviation of bias (solid blue line), standard deviation (yellow line), rms (dashed
blue line), theoretical estimate of the rms (dotted green line), and diagonal values of the used a priori error

covariance matrix (red line). Explanation see text.
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Inspecting the humidity results more closely (c. f. Figure 6.32), we find that except
for the difference between the theoretical estimate of the rms and the rms obtained by the
retrieval which is present in all three panels, which does not occur in the case of retrieval
results for the temperature and ozone profiles (c. f. Figures 6.31 and 6.34), and which
was explained in subsection 6.1.1, the results for humidity using the joint algorithm show
the same features as the temperature results do, i. e. no explicit gain in information but
increasing numerical effects for increasing number of channels.

The results for the sea surface temperature show a difference between theoretical es-
timate and empirically analyzed rms for the case of few selected channels (c. f. Figure
6.33, panel (a) for IC and panel (d) for MS) which is decreasing with increasing num-
ber of channels with the result of almost no gap in the case of 1808 selected channels
(c. f. Figure 6.33, panel (c) for IC and panel (f) for MS). This feature results from the
fact that due to the increase of channels in the overlying atmosphere the theoretical esti-
mate of the rms decreases and therefore causes a decrease of the theoretical estimate of
the surface via correlation, too. The differences between the theoretical estimate and the
empirically analyzed rms can thus be explained by the fact that the retrieval of SST is sig-
nificantly dependent on the retrieval of the overlying atmosphere (c. f. subsection 6.3.1).
Comparing IC to MS selection, the IC selection leads to slightly better performance and
also an increased channel number leads to slightly improved performance in the IC case.
Given the much higher computational demand for more channels and the preference for a
lower channel number for temperature and humidity retrieval, a channel number increase
for SST will not be warranted in practice, however.
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Figure 6.33: SST results of the joint retrieval algorithm for six different retrieval cases. Bias (black
crosses), 2 times standard deviation of bias (thin blue line), standard deviation (yellow line), rms (thick
blue line), theoretical estimate of the rms (green line), and a priori error (red line). Panel (a-c) show the
retrieval results for IC selected channels, Panel (d-f) for MS selected channels. The topmost row shows the
results for about 300, the middle row for 887, and the bottom row for 1808 selected channels, respectively.

In the case of the ozone results (c. f. Figure 6.34) we find once more that the results
for the sets with a small and medium number of selected channels (left and middle panels
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of the two rows) match well. In inspecting the cases for the maximum number of selected
channels (rightmost panels of Figure 6.34) we find once more the gap between the theo-
retical estimate and the analyzed rms as well as the occurrence of an additional bias which

appears in the troposphere in the case of ozone.
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Figure 6.34: Ozone results of the joint retrieval algorithm for six different retrieval cases. Bias (black line),
2 times standard deviation of bias (solid blue line), standard deviation (yellow line), rms (dashed blue line),
theoretical estimate of the rms (dotted green line), and diagonal values of the used a priori error covariance

matrix (red line). Explanation see text.
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In summary we can say that these results suggest that the simpler MS channel selec-
tion approach, in the case of using a climatology for the selection of the used channels
as implicated by the results of section 6.1, has the same efficiency as the IC method and
closely similar performance. Tentatively the IC results are slightly better, presumably due
to the more even distribution of the selected channels (c. f. section 5.2), so the IC selection
seems generally preferable.

6.3 Comparison between the Joint Algorithm and more
Specific ones

In this section we exemplify the clearly improved performance of the joint retrieval algo-
rithm developed in this study compared to more specific retrieval setups. In the first part
(subsection 6.3.1) we will focus on the comparison of single parameter retrievals and the
joint algorithm whereas the second part (subsection 6.3.2) points out the differences when
a special region (upper troposphere) is retrieved for its own. As a last point the impact
of an additional ozone retrieval in the joint algorithm is discussed in subsection 6.3.3,
1. e. we try to find out whether the inclusion of the ozone retrieval in the joint algorithm
helps or troubles the primary focus of joint temperature, humidity, and SST retrieval.

As initial input set for all the cases dealt with here, we once more used the a priori
data illustrated in Figure 6.7 and Figure 6.8 which consist of data consistent with the a
priori error covariance matrices for temperature, humidity, ozone, and SST (c. f. sec-
tion 5.1.2) by perturbing the “true” field via the method described in section 5.1.4.
The selected channels used in these examples were derived in performing the IC algo-
rithm (c. f. section 5.2.1) for selecting ~300 channels on the CIRA86aQ climatology
[Kirchengast et al. (1999)] with suitable ozone profiles obtained from U. S. standard pro-
files.

6.3.1 Single Parameter Retrievals

Let us first focus on the impact on the estimated temperature profile when using the joint
algorithm and performing a temperature only retrieval (without retrieving humidity and
SST), respectively. The single temperature retrieval is the only case where we deviate
from our strict principle of comparing data exclusively if the same input was used. We
had to decrease the magnitude of the perturbation of the humidity to 15% at the surface up
to 40% at 100 hPa since the retrieval becomes very un-robust if the more realistic values
which were dealt with in the other cases were used. This 15% up to 40% uncertainty
was used since it roughly reflects the uncertainty expected for humidity profiles obtained
in the current study if the joint temperature and humidity algorithm is used and it lies
in the range of humidity uncertainty proposed by [Lerner et al. (2002)] for obtaining a
stable temperature only retrieval. The necessity of this optimistic humidity uncertainty
assumption on its own already points to the advantages of joint retrievals.
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Figure 6.35: Temperature only retrieval (top) versus joint temperature humidity, ozone, and SST retrieval
(bottom). Exemplary results for the 191 profiles denoted by the green dots in Figure 6.1 of retrieved minus
true temperature profiles. Explanation see text.

In inspecting Figure 6.35 and Figure 6.36 we can identify two regions, which
were also mentioned in an earlier study based on a temperature only retrieval
(c. f. [Weisz et al. (2003)]), where a loss in retrieval quality is obtained by the usage of
the single temperature retrieval. The first is the boundary layer where on the one hand
we obtain a warm bias in the tropic and mid-latitude region originating from a warmer
surface than the overlying atmosphere and on the other hand a cold bias occurring over
Antarctica where the surface is actually colder than the atmosphere (c. f. Figure 6.35).
These problems are resulting from the absence of an additional SST retrieval based on the
inclusion of surface channels as done in the joint retrieval.



6.3. COMPARISON OF RETRIEVAL ALGORITHMS 147

Temp.Only Retr. Tr.Pert.Ap—Cira Chan.Sel.
T T T A RAREE LA R e R
I |
| |
I /
/ /
ol I I
— | I
O
E I I
o | |
2 | |
%]
L | I
o
oot || !
| | —bias
1 | — 2 x std.Dev.
of mean
| std.Dev.
— .rms Empir
[ —rms Shretr
|
1000 b Nod et P VN NP P I
-2 0 2 4 6 8 10 -2 0 2 4 6 8 10
Temperature Error [K] Temperature Error [K]

Figure 6.36: Temperature only retrieval (left) versus joint temperature humidity, ozone, and SST re-
trieval(right). Bias (black line), 2 times standard deviation of bias (solid blue line), standard deviation
(yellow line), rms (dashed blue line), theoretical estimate of the rms (dotted green line), and diagonal val-
ues of the used a priori error covariance matrix (red line). Explanation see text.

The second region where the joint retrieval algorithm shows a clearly improved per-
formance in contrast to the temperature only retrieval is the troposphere where the absence
of the simultaneously retrieved humidity results in differences between the theoretical es-
timation of the rms (which is the same for both retrieval setups) and the empirical one of
partly more than 1 K. Figure 6.36 illustrates this behavior.

In contrast to these tropospheric regions the retrieval in the stratosphere (beginning
from ~200-100 hPa upwards) shows no appreciable differences between the temperature
only and the joint algorithm which can be traced back to the fact that even in the case of
the joint retrieval humidity sensitivity is small to negligible at atmospheric regions higher
than ~200-100 hPa.
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Comparable to the differences between the temperature only retrieval and the joint
algorithm the differences between the results for the humidity profiles when performing
a humidity-only retrieval and estimating the states of temperature, humidity, ozone, and
SST together are quite significant (c. f. Figure 6.37 and Figure 6.38). Apart from the
loss in performance due to the effects of non-linearities which take place even in the
joint retrieval (c. f. section 6.1) the estimated state for the humidity-only retrieval exhibits
further differences.
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Figure 6.37: Humidity only retrieval (top) versus joint temperature humidity, ozone, and SST retrieval
(bottom). Exemplary results for the 191 profiles denoted by the green dots in Figure 6.1 of retrieved minus
true humidity profiles. Explanation see text.
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Figure 6.38: Humidity only retrieval (left) versus joint temperature humidity, ozone, and SST re-
trieval(right). Bias (black line), 2 times standard deviation of bias (solid blue line), standard deviation
(yellow line), rms (dashed blue line), theoretical estimate of the rms (dotted green line), and diagonal val-

ues of the used a priori error covariance matrix (red line). Explanation see text.

We obtain a bias of up to 10% in the boundary layer (lower than ~800 hPa) as well
as another one of up to 5% from about 350 hPa upwards. An additional effect is the
increase of the standard deviation of the retrieved humidity in the whole inspected re-
gion most significantly observed in the regions below ~500 hPa resulting from the fact
that the primary region for the peaking of the humidity weighting functions lies in the
domain between ~500 hPa and ~200 hPa. Evidently the joint retrieval accounts for the
temperature-humidity coupling, while the humidity-only retrieval cannot do so.
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Figure 6.39 and Figure 6.40 illustrate the differences between a SST only and the
joint retrieval. Comparing the error analysis data of the single SST retrieval (c. f. Figure
6.40, (a)) with the results from the joint temperature, humidity, ozone, and SST retrieval
(c. f. Figure 6.40, (b)) the latter show a significantly improved performance including
empirical rms data which is quite consistent with the theoretical estimate whereas the
former exhibits a small bias and deviations of the results which are almost as large as the

ones used as input.
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Figure 6.39: SST only retrieval (top) versus joint temperature humidity, ozone, and SST retrieval (bottom).
Retrieved minus true SST for the full swath shown in Figure 6.1. Explanation see text.
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A closer examination of the error analysis data of the single SST retrieval (i. e. split-
ting it up into low, mid, and high latitudes) as well as geographical positioning of the
occurrences of the big differences in Figure 6.39, top, we find that the reason for this
large errors lies in the tropics, more exact, in regions with warm sea surface temperature.
Probably the main physical reason behind this is the significant water vapor continuum
absorption over warm tropical oceans even in the “atmospheric window” channels (e. g.,
[Liou (2002)]). In these regions the retrieval is very unstable resulting in rms values which
are larger than the input ones. Tests which were processed using the true temperature or
humidity profiles, respectively, showed a better performance but in no way reached the
quality obtained by the joint algorithm. Therefore it has to be pointed out that for a highly
accurate estimate of the sea surface temperature the usage of the joint temperature, hu-
midity, ozone, and SST retrieval algorithm is essential.
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Figure 6.40: SST only retrieval (a) versus joint temperature humidity, ozone, and SST retrieval(b). Bias
(black crosses), 2 times standard deviation of bias (thin blue line), standard deviation (yellow line), rms
(thick blue line), theoretical estimate of the rms (green line), and a priori error (red line). Explanation see
text.

In summary we have to point out that the joint temperature, humidity, ozone, and
SST retrieval algorithm exhibits a clearly improved performance in contrast to the more
specific retrieval setups. In temperature and humidity profiling significant improvements
of the retrieval quality in the troposphere can be gained by the aid of one another and,
additionally the temperature profile becomes more exact by including surface parameters
into the retrieval algorithms. On the other hand, the surface retrieval, especially in the
tropics, needs the estimation of the overlying atmosphere in order to obtain results of
high quality. Hence, each constituent of the joint algorithm benefits from each other, so
the joint retrieval is the obvious method of choice.
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6.3.2 Upper Troposphere Humidity Retrieval

In this subsection we try to find out if it is useful to perform a retrieval for a special
region, more precisely, to focus on the upper troposphere where the IASI instrument has
a lot of peaking water vapor channels which could provide us the opportunity, to retrieve
humidity in a numerically efficient way within a region which has a significant lack of
knowledge of this specific atmospheric constituent.
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Figure 6.41: Upper troposphere humidity retrieval using the joint temperature and humidity algorithm (top)
versus joint temperature humidity, ozone, and SST retrieval (bottom). Exemplary results for the 191 profiles
denoted by the green dots in Figure 6.1 of retrieved minus true humidity profiles. Explanation see text.

Thus we used a joint temperature and humidity retrieval algorithm (which exhibits the
same performance as the joint algorithm including an additional ozone retrieval, c. f. sub-
section 6.3.3) and started the estimation process restricted to the region between 200 hPa
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Figure 6.42: Upper troposphere humidity retrieval using the joint temperature and humidity algorithm
(left) versus joint temperature humidity, ozone, and SST retrieval (right). Bias (black line), 2 times standard
deviation of bias (solid blue line), standard deviation (yellow line), rms (dashed blue line), theoretical
estimate of the rms (dotted green line), and diagonal values of the used a priori error covariance matrix (red

line). Explanation see text.

and 500 hPa (including some additional levels above and below these limits to account
for a needed freedom at the boundaries).

The results of this process as well as the results of the reference case (described in
subsection 6.1.1) are illustrated in Figure 6.41 and Figure 6.42. We find that both methods
perform quite similar apart from small lacks (about 1% higher bias gained by the upper-
troposphere-humidity (UTH) retrieval between about 350 hPa and 200 hPa as well as a
small increase in the rms at 500 hPa which could be deleted by including one or two
more levels at the lower boundary of the retrieval region) but with the opportunity that the
run restricted to the upper tropospheric region needs only ~40% of the CPU time of the
full run. On the other hand this factor-of-2 efficiency opportunity is highly compensated
by the large additional information gained by the full algorithm including the gain in
knowledge of temperature and humidity in the lower parts of the troposphere as well as
the temperature in the stratosphere, ozone, and SST. Also, care in avoiding any potential
biases is vital for climatological exploitation of the data which is our main purpose in

mind.
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6.3.3 Impact of Additional Ozone Retrieval in the Joint Algorithm

The purpose of this section is to clarify the effects of an inclusion of ozone profiling
into the joint algorithm on the results of the estimated temperature and humidity profiles.
Thus we performed two test runs, both via using the joint temperature, humidity, and SST
algorithm mentioned in subsection 6.3.2. As reference case once more the case with using
the initial guesses for temperature, humidity, ozone, and SST as illustrated in Figure 6.7
and Figure 6.8 which consists of data consistent with the a priori error covariance matrices
for temperature, humidity, ozone, and SST (c. f. section 5.1.2) by perturbing the “true”
field via the method described in section 5.1.4 was used. One test run was processed with
the same initial setup as the reference case whereas the second one was performed via

using the true ozone profiles.
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Figure 6.43: Temperature results of the study concerning the impact of the ozone data on the joint algo-
rithm. The left hand side shows the results for a joint temperature, humidity, and SST retrieval with true
ozone profiles inserted, the panel in the middle illustrates the results obtained by the same retrieval algo-
rithm but with ozone a priori data consistent with the a priori error covariance matrix for ozone inserted,
whereas the panel on the right hand side shows the results of the joint temperature, humidity, ozone, and

SST retrieval.

In inspecting the results for the temperature (c. f. Figure 6.43) and humidity (c. f. Fig-
ure 6.44) profiles for the reference case (panels on the right hand side of both figures) as
well as for the two test run cases (the panels on the left hand side of both figures show
the results for the run where the true ozone was inserted, the middle panels illustrate the
retrieved temperature and humidity for the run where the same initial dataset was used
as in the reference case) no differences in the results of this three cases can be found.
An additional check of the resulting numerical values also showed differences only in the

second digit.
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An analysis of the numerical efficiency exhibits an about 5% better performance with-
out the ozone retrieval. Thus the decision to include or exclude simultaneous ozone re-
trieval will generally depend on whether the additional gain of information about the
ozone content of the atmosphere or the optimization of numerical efficiency is more im-
portant. Our baseline is to include ozone as another important climatological constituent

together with water vapor.
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Figure 6.44: Humidity results of the study concerning the impact of the ozone data on the joint algorithm.
The left hand side shows the results for a joint temperature, humidity, and SST retrieval with true ozone
profiles inserted, the panel in the middle illustrates the results obtained by the same retrieval algorithm but
with ozone a priori data consistent with the a priori error covariance matrix for ozone inserted, whereas the
panel on the right hand side shows the results of the joint temperature, humidity, ozone, and SST retrieval.
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Summary and Conclusions

In this work we first presented an introduction to the theory of radiative transfer which
was followed by an overview of the METOP satellite and a comprehensive description of
its instrument IASI. Thereafter an overview on forward modeling and inversion schemes
as well as a detailed description of the optimal estimation retrieval methodology was
provided.

These introductory chapters were followed by a description of the setup of the joint
retrieval algorithm developed within the current study and of the implementation of the
channel selection schemes. Finally, detailed simulation experiments were carried out to
investigate the performance of the inversion scheme used.

Retrieval algorithms which are based on the physics of the atmosphere, i. e. on our
ability to model the physical-functional chain between measurements on the one hand
and the atmospheric parameters on the other hand, are strongly depending on the forward
model. In our case the problem of the forward simulation is reducible to the problem of
computing atmospheric transmittances for the evaluation of the radiances as a function of
the state of the atmosphere, which are measured at the TOA. Taking into account the large
number of IASI channels the forward model needs to be not only accurate but in particular
fast. In the last few years several models have been developed (and are currently in the
process of development) for the simulation of IASI measurements. Most of them are so
called fast models, performing the transmittance calculation via a regression scheme. The
transmittances are then used for the calculation of radiances (or brightness temperatures,
respectively) as well as for analytic Jacobians.

The current study was based, in terms of forward modeling, on the usage of the fast
radiative transfer model RTIASI [Matricardi and Saunders (1999)] which performs the
regression on the optical depths rather than on the transmittances themselves. RTIASI
was found to be suitable for the calculation of radiances and Jacobians for temperature,
humidity, ozone, and SST for our purpose of a combined temperature, humidity, and
ozone profile and SST retrieval and it provides satisfactory forward model error charac-
teristics.

Since the IASI instrument has more than 8000 channels we had to implement channel
reduction algorithms due to the fact that the large computational burden is neither desir-
able nor practical in many applications. Therefore we introduced a two-step procedure for
down-selecting the channels. The first step includes the removal of channels containing
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significant contributions from “foreign” atmospheric constituents (N,O, CH4, SO, and
CO) not relevant for the retrieval of the atmospheric parameters dealt with here. The sec-
ond step was the selection of the most informative channels out of the remaining sample
via two approaches for the sake of computational efficiency and retrieval robustness. Both
methods, the so called "maximum sensitivity” approach and the information content (IC)
technique which is slightly more expensive in selecting the appropriate channels, per-
form similar in tropospheric and stratospheric regions, whereas the IC method exhibits
slightly better results for the Surface skin temperature (SST). We found that the retrieval
performance does not significantly degrade due to this channel reduction.

The solution of the inverse problem was implemented via a joint optimal estimation
approach for temperature, humidity, ozone, and SST. The non-linearity of the radiative
transfer problem was taken into account by using an iterative inversion algorithm em-
ploying a Taylor series expansion about a first guess (a priori) value. As inputs for it,
RTIASI-simulated measurements superposed by reasonable noise, Jacobians for temper-
ature, humidity, ozone, and SST, respectively, a priori profiles for the same atmospheric
species, as well as parameters for establishing the statistical models of the uncertainties
(a priori and measurement error covariance matrices) were used.

A reason to use the optimal estimation scheme and at the same time a major advantage
of it is that it allows a rigorous analysis of errors and an overall characterization of the re-
trieval performance. This enables us to compare our results with the requirements claimed
by the IASI Mission Rationale and Requirements [Camy-Peyret and Eyre (1998)]. Ac-
cording to them IASI measurements shall provide information on temperature profiles in
the troposphere and lower stratosphere with an accuracy of 1 K and a vertical resolution of
1 km in the lower troposphere. Additionally, IASI should measure humidity profiles with
an accuracy of 10% and a vertical resolution of 1-2 km. Regarding the vertical resolution
we employed measures based on the averaging kernel matrix, A (FWHM of A, Backus-
Gilbert spread, or data density, c. f. [Rodgers (2000)]) in this work. The Backus-Gilbert
spread, which is the measure most independent of the statistical models of the uncertain-
ties of the a priori data yields, in the case of temperature, for 1 K accuracy a vertical
resolution of ~1 km to 3 km in the troposphere. In the case of humidity, the Backus-
Gilbert spread exhibits the same vertical resolution for an accuracy of ~15% to 20% in
specific humidity in the troposphere. These results are consistent with those reported by
[Collard (1998)] (although in the case of humidity [Collard (1998)] focused on relative
humidity and just stated an estimate for the accuracy of specific humidity) and constitute a
significant improvement in accuracy and vertical resolution compared to current infrared
sounders, although the formal requirements cited above are failed to be met.

In the current study various sensitivity matrices like the averaging kernel matrix (sen-
sitivity of the retrieved profile to the true profile), the gain matrix (sensitivity of the re-
trieved profile to the measurements) as well as the impact of the a priori data on the re-
trieval were studied. Additionally, we investigated the retrieval error correlation functions
and signal-to-noise ratios. In the following the main conclusions found by investigating
theses retrieval characteristics are summarized:
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e In general we found that the optimal estimation algorithm used, provides profiles
of temperature and humidity, which improve significantly over the a priori profiles
throughout the retrieval domains of interest in the atmosphere. In the case of ozone,
improvements were found especially in those stratospheric regions which exhibit
high concentrations of this gas. The SST retrieval is found very robust and accurate
with rms errors at the 0.1 K level, essentially independent of a priori information.

e The retrieval depends on the shape and the width of the weighting functions and
therefore relies on the sensitivity of the measured radiances to the targeted atmo-
spheric parameters and, in this context, partly also on the ability of the utilized
forward model to characterize the transmissions and weighting functions at high
spectral resolution. Difficulties or weaknesses in retrieving atmospheric parameters
contained in the joint algorithm at levels where the sensitivity of the Jacobian matrix
K is insufficient are found in the case of temperature in some stratospheric regions,
in the case of humidity in the lower troposphere and in the case of ozone in almost
all regions except the domain of highest concentrations of ozone. The sensitivity to
SST is very good, especially due to the “atmospheric window” channels.

e The theoretical estimates of the rms, i. e. the square roots of the diagonal elements
of the retrieval error covariance matrix, depend in their magnitude on the weight-
ing functions; in general they mainly reproduce the shape of the assumed a priori
errors. In the troposphere, where the measurements dominate the a priori data in
terms of information, we obtain, in the case of temperature, theoretical estimates
of the rms which lie between 0.5 K and 1 K which are increasing to about 1 K at
10 hPa whereas at greater heights <10 hPa the retrieval error approaches the a pri-
ori error. In the case of humidity, we find theoretical errors of about 15% to 20%
up to ~400 hPa, which are increasing to about 35% at 200 hPa. For ozone, the best
estimate lies near 10% at a height of about 60 hPa but shows almost no difference
to the assumed a priori error at heights lower than 400 hPa or higher than 5 hPa.

e Regarding the sensitivity of the retrieved profiles to the measurements (gain matrix,
G) we recognize that channels peaking in the stratosphere still contribute signif-
icantly to the information in the retrievals. In the case of ozone this is obvious
since the main impact of the information about ozone in the measurement lies in
the (lower) stratosphere, whereas in the case of temperature to a large extend this is
due to the presence of larger a priori errors in that height region.

e In summary it can be stated that in the case of temperature beginning from the upper
troposphere up into the stratosphere, the retrieval is increasingly influenced by the
a priori data, whereas in the troposphere the contributions from the measurements
are dominating the retrieved temperature as well as the retrieved humidity. The esti-
mation of ozone is in general highly influenced by the a priori data with the largest
impact of the measurements lying in the region of maximum ozone concentrations
(ozone layer). Thus the tropospheric region — once more focusing on temperature
and humidity — can be considered as well probed by the IASI instrument, implying
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that the true state will be well reproduced by the measurements in this part of the
atmosphere. Hence, a priori data are least important in the troposphere, especially
in the case of temperature, but also in the case of humidity where initial a priori
data sets with an average disturbance up to 60% receive quite significant gains in
information. These statements are expressed well by the profiles of the retrieval-
to-a priori error ratios and the averaging kernels as well as by the signal-to-noise
ratios. At the same time these characterization profiles also reveal the strong need
for a priori data for temperature and humidity from the tropopause region upwards.

The joint algorithm was found to highly improve the results of more specific retrieval
setups tested (single parameter retrievals) and to solve many problems of these specific
implementations. Compared to temperature only retrievals, biases arising in the boundary
layer as well as problems in the tropospheric region due to the absence of simultaneous
humidity retrievals can be corrected. Compared to humidity only retrievals, humidity
biases in the upper tropospheric region (from about 350 hPa upwards) are corrected and
the standard deviation is reduced. Compared to SST only retrievals, the joint algorithm
corrects instabilities of the retrieved SST which occur mainly in the low and low-mid
latitudes and results in a quite significant improvement — the empirical rms is lower than
0.1 K. In practice only the joint algorithm, consistently accounting for the parameter inter
dependencies, should thus be employed.

A further comparison of the joint algorithm with a retrieval focused on the upper
troposphere domain only, especially on the humidity in that region, showed a gain in
numerical efficiency but a small decrease in the performance of the retrieval. In addition,
it was found that the results for temperature, humidity, and SST are quite independent
from the initial guess of the ozone data if it remains in the domain of linearity or moderate
non-linearity, respectively (a few 10% uncertainty level). This is also true vice versa.

The results obtained in this study provide guidance for future advancements including
a further improvement of the statistical model of the a priori uncertainties for temperature
and humidity (e. g., the usage of the relevant ECMWEF a priori error covariance matrices).
An additional improvement could be expected from the usage of the newest version of the
forward model RTTASI, which contains a new scheme for prediction of the water vapor
continuum, a refinement of the vertical pressure grid, an inclusion of trace gases such
as CO,, N5,O, CO and CH,4 as profile variables, as well as the introduction of a solar
term to evaluate the solar radiance reflected by a land or water surface in a non-scattering
atmosphere (c. f. [Matricardi (2003)]). As a future step towards real data the complete
temperature, humidity, ozone, and SST algorithm should be applied to AIRS data.

In summary this study strongly indicates that the high spectral resolution measure-
ments of the IASI sensor indeed have high potential to significantly improve upon current
operational sensors for temperature and humidity profiling and that they may get a key
position for the much needed monitoring of climate changes in the thermal structure and
moisture distribution of the atmosphere in the future.



Appendix A

TASI - RTIASI Data

A.1 Construction of the Simulated IASI Swath

A.1.1 Calculation of the Points on a Measurement Ray

For calculating the measurement ray points located on the surface of the earth as well
as those points lying on the sounding ray (c. f. Figures in Table A.2 and Table A.3), the
principles of spherical trigonometry were used:

Sine rule:

sinaw  sinf  sinvy

. . . . . ’
sina sin b sin ¢
Cosine rule for sides:
/ ’ / . ro. /
cosc =cosa cosb +sina sinb cos~y
Cosine rule for angles:

. . ’
cosy = sinasin fcos ¢ — cos a cos 3
(A.1)

witha' = a/Rp, b = b/Rg,
and ¢ = ¢/Rp.

The simulation of the IASI swath was performed by first calculating the ground points
of a special METOP track using a standard orbit software extracted from the Mission
Analysis Planning System of the EGOPS software package [Kirchengast et al. (2002)].
The orbit is specified by the following two-line-element (tle) file:
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METOP-1 M1 betalim = 10.0
1 1 96213USR 00213.50000000 .00000000 00OO0OO-0 0O0O0OO-0 O 0010
2 1 98.7047 264.3857 0011650 90.0000 294.1230 14.21635855 0

The special meaning of the individual elements is described in Table A.1.

| Line 0 |
‘ Meta-information describing the satellite ‘
| Line 1 |
Column Description
01 Line Number of Element Data

03-07 | Satellite Number

08 Classification (U=Unclassified)
10-11 | International Designator (Last two digits of launch year)
12-14 | International Designator (Launch number of the year)
15-17 | International Designator (Pieces of the launch)
19-20 | Epoch Year (Last two digits of the year)
21-32 | Epoch (Day of the year and fractional portion of the day)
34-43 | First Time Derivative of the Mean Motion
45-52 | Second Time Derivative of the Mean Motion (decimal point assumed)
54-61 | BSTAR Drag Term (decimal point assumed)

63 Ephemeris Type

65-68 | Element Number
Checksum (Modulo 10) (Letters, blanks, periods, plus

69 signs = 0; minus signs = 1)
| Line 2
Column Description
01 Line Number of Element Data

03-07 | Satellite Number
09-16 | Inclination [Degrees]
18-25 | Right Ascension of the Ascending Node [Degrees]
27-33 | Eccentricity (decimal point assumed)
35-42 | Argument of Perigee [Degrees]
44-51 | Mean Anomaly [Degrees]
53-63 | Mean Motion [Revolutions per day]
64-68 | Revolution Number at epoch [Revolutions]
69 see Column 69 of Line 1

Table A.1: Description of the individual elements of an tle file (source: http://celestrak.com).

The points are computed with a time difference of 8 seconds which is approximately
the time between two consecutive full swath measurement (c. f. Table 2.2). The step time
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between measuring two pixels is not accounted for. The earth was assumed spherical
with a mean radius Ry = 6371 km. A further approximation which was made is the
assumption that all rays are straight lines (which is not accurately true for obliquity angels
greater than about 30° off nadir in a real atmosphere). All those approximations are fully
adequate in the context of the present performance analysis study, however.

hs: Height of the satellite
Rg: Radius of the earth
M: Center of the earth
Pi(A1,1): Nadir Point of the satel-
lite (known)
$ Py, P, (A2, 02):  Point to be determined
B o Obliquity angle as seen
from the satellite
v P G, 06" Obliquity angle(s) as
2 seen from M
a,a: Distance between M and
unknown point(s)
b: Distance between satel-
lite and unknown point
c: Height of the satellite as
seen from M
s: Distance between P;
and P, measured on the
sphere

Table A.2: Geometry used for the generation of the simulated IASI swath — part 1.

The distance s between the ground track point of the satellite, P; (A1, 1) (c. f. Table A.2)
and another point on the surface Py(\y, o), defined by a special obliquity angle « is
obtained via:

a = RE
C = RE -+ hs
siny = ¢ sin o — v =7 — arcsin [E sin a} , (A.2)
a a

since the sine rule (c. f. Equations A.1) delivers the angle in the first quadrant. This yields:

f=m—(a+7)
s=0"a, (A.3)

where a equals R.
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In the case of a point located on the ray-path the same equations are true, except that:
a — (I/ = RE + hL, (A4)

where hy, is the level height which, in case of the forward Model RTIASI is the height
corresponding to one of the pre-defined pressure levels.

N N: North Pole
M: Center of the earth
Pi( A1, ¢1): Nadir Point of the satel-

lite (known)
Py, P, ()2, p2):  Point to be determined
s: Distance between Py
and P measured on
the sphere — s is the
normal to the current
track direction
A\ Longitudinal difference
M between P; and Py

Table A.3: Geometry used for the creation of the simulated IASI swath — part 2.

Having the distance, s, between the (known) nadir point of the satellite, Py, and the point
searched for, Py, we can use the cosine rule for sides (c. f. Equations A.1) to determine
the geographical longitude and latitude of Ps:

x = arccos [cos z cos s + sin z sin s cos ], (A.S5)

where z is the polar angle between the North Pole and the point P; measured from the

center of the earth: -

_ T A6
< 2 P1, ( )

and ¢ is the (known) angle normal to the (known) current track direction. The difference
in longitude between P; and P, can be obtained by:
COS S — COS T COS Z

AN = arccos - - ) (A7)
sin x sin z

Collecting the results of Equations A.5 and A.7, and using the relation between polar
angels and geographic latitudes, Equation A.6, the geographic latitude and longitude of
the unknown point, P,, can be written as follows:
T
P2 = 9 Z,
A2 = A+ AN (A.8)
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A.1.2 Calculation of the Surface Height Including Orography

The surface height at any required location is obtained by a simple approximation pro-
cedure. First the point at the end of a ray for a surface height of 0 m is calculated with
the procedure described in subsection A.1.1. For this point, the height according to the
used field (in this work high resolution ECMWF analysis fields were used) is identified.
If this height is lower than a predefined value (20 m in this study) this point is chosen to
be the surface point, if not, a point according to the identified height is calculated via the
procedure described in subsection A.1.1. Now the surface height of this new point ac-
cording to the used field is identified and the difference between this new surface height
and the surface height of the previous point is calculated. Convergence is reached, when
the difference is lower than the predefined value of 20 m.
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A.2 RTIASI Pressure Levels

‘ Level Number ‘ Pressure [hPa] H Level Number ‘ Pressure [hPa] ‘

1 0.10 23 253.71
2 0.29 24 286.60
3 0.69 25 321.50
4 1.42 26 358.28
5 2.61 27 396.81
6 4.41 28 436.95
7 6.95 29 478.54
8 10.37 30 521.46
9 14.81 31 565.54
10 20.40 32 610.60
11 27.26 33 656.43
12 35.51 34 702.73
13 45.29 35 749.12
14 56.73 36 795.09
15 69.97 37 839.95
16 85.18 38 882.80
17 102.50 39 922.46
18 122.04 40 957.44
19 143.84 41 985.88
20 167.95 42 1005.43
21 194.36 43 1013.25
22 222.94

Table A.4: Pressure levels used as input grid for the fast radiative transfer Model RTIASI (see
[Matricardi and Saunders (1999)]).
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A.3 TASI Level 1c¢ Noise Values

‘ wavenumber [cm '] ‘ Noise Stdev. [K] H wavenumber [cm '] ‘ Noise Stdev. [K] ‘

650 0.419 1750 0.170
700 0.157 1800 0.200
750 0.145 1850 0.224
800 0.145 1900 0.250
850 0.150 1950 0.240
900 0.150 2000 0.130
950 0.165 2050 0.135
1000 0.165 2100 0.141
1050 0.176 2150 0.151
1100 0.200 2200 0.172
1150 0.200 2250 0.200
1200 0.095 2300 0.239
1250 0.096 2350 0.287
1300 0.098 2400 0.351
1350 0.100 2450 0.400
1400 0.105 2500 0.700
1450 0.105 2550 0.900
1500 0.111 2600 1.100
1550 0.116 2650 1.300
1600 0.125 2700 1.600
1650 0.137 2750 1.935
1700 0.160

Table A.5: IASI Level 1c Noise Values at every 50 cm™! (Table after [Weisz (2001)]; values from Peter
Schluessel, personal communications, 2000).
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A.4 Determination of the Number of Channels in the
Channel Selection Algorithms

The number of selected channel per level is determined by taking 10% of the total number
of peaking channels. In addition, maximum and minimum thresholds varying according
to the average number of selected channels and to the retrieval scheme, c. f. Tables A.6
and A.7, are defined (for temperature there are two sets defined according to the pressure
level range of the humidity retrieval, 1. e. upper set (<): Level 1-16, lower range Level
17-43). The explicit way of determining the number of channels, n, can be written as
follows (c. f. [Lerner et al. (2002)]):

n = min {min [Npeqx, max (nint(f - Ppeak ), Mmin)] > Mmaz } (A.9)

where 7,,¢., 1S the number of weighting functions peaking at the currently treated level, f
is the fractional factor which was set 0.1 (10%) in this study, and n,,;, and n,,,, are the
minimum and maximum threshold numbers defined in Tables A.6 and A.7.

Single Temperature Retrieval

upper region lower region
min | medium | max || min | medium | max
Nomin 1 20| 70 2 25 75
Nmaz 2 25 90 3 35 90

Single Humidity Retrieval

upper region lower region
min | medium | max || min | medium | max
Nomin 0 0 0 2 30 80
Nmaz 0 0 0 4 50 95

Single Ozone Retrieval

upper region lower region
min | medium | max || min | medium | max
Nomin 5 30 30 5 30 30
Nimag 6 50| 50 6 50 50

Single SST Retrieval

upper region lower region
min | medium | max || min | medium | max
Nomin 0 0 0 60 60 60
Nimaz 0 0 0 80 80 80

Table A.6: Minimum and maximum threshold numbers for the determination of selected channels (part 1).



A.4. DETERMINATION OF THE NUMBER OF CHANNELS

Joint Temperature,Humidity, and SST Retrieval

Temperature

upper region

lower region

min | medium | max || min | medium | max
Nonin 1 5 20 2 10 25
Nonaz 7 25 3 17 40
Humidity

upper region lower region
min | medium | max || min | medium | max
Nomin 0 0 0 2 10 30
Nomaz 0 0 0 4 25 50

SST

upper region lower region
min | medium | max || min | medium | max
Nomin 0 0 0 60 60 60
Nonaz 0 0 0 80 80 80

Joint Temperature, Humidity, Ozone, SST

Temperature

upper region

lower region

min | medium | max || min | medium | max
Nomin 1 5 10 2 9 13
Nomaz 9 13 3 13 23
Humidity

upper region lower region
min | medium | max || min | medium | max
Nomin 0 0 0 2 10 17
Nmaz 0 0 0 4 18 35

Ozone

upper region lower region
min | medium | max || min | medium | max
Nomin 5 20 30 5 20 30
Nomaz 6 30 50 6 30 50

SST

upper region lower region
min | medium | max || min | medium | max
Nomin 0 0 0 60 60 60
Nonaz 0 0 0 80 80 80
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Table A.7: Minimum and maximum threshold numbers for the determination of selected channels (part 2).
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Appendix B

Basic Physics and Statistics

B.1 Basic Radiation Laws

All bodies above absolute zero temperature emit radiation. A body absorbing all incoming
radiation is known as a blackbody. To observe blackbody spectra Max Planck (1858 —
1947) postulated that the radiation of frequency v/, (to distinguish it from the wavenumber,
v) assumes energy amounts only in discrete quanta described by:

E = hvy, (B.1)

where E is the energy and h is the Planck constant. Hence, individual nuclei, atoms,
molecules, etc., absorb or emit radiation in discrete pieces, i. €. photons, carrying energy
of multiplies of hv.

Planck’s Law describes the spectral intensity 5, (T), emitted by the blackbody for a
given temperature at a special frequency, v:

B (T QhV?
”f( ) o Cz(ehyf/kT _ 1)‘

(B.2)

If one replaces the frequency, v¢, by the wavelength, A, the Planck function takes the

form:
2hc?

- N5 (ehe/MT — 1)

Of course the Planck function can also be expressed in terms of the wavenumber, v, (with:
Av = 1; Adv + vd)\ = 0):

BA(T)

(B.3)

2hcc?

BAT) = e 7y

(B.4)

Integrating over all wavenumbers gives the total flux /', emitted by a blackbody which
is described by the Stefan-Boltzmann Law:

F=nB(T)= w/oo B,(T)dv = oT*, (B.5)
0
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where o is the Stefan-Boltzmann constant:

27 k*

= — B.6
15 h3 2 (B.6)

o

For a radiance, I,,, emitted by an arbitrary object there exists an associated temperature
referred to as brightness temperature, Tz, at which a blackbody would emit the same
radiation. Hence, we can write:

hcv

L) = -
kn(1 4 2ce)

. (B.7)

For any temperature 7’, the Planck function has a single maximum at a certain wavelength
which follows from the so called Wien’s displacement Law:

b
PV B.
max T’ ( 8)

where b is given in section B.5.

Most solids and liquids behave like blackbodies and therefore can be described by
Equations B.2 to B.7. This is not true for gases. Their emission is less than for an
equivalent blackbody. Kirchhoff’s law applies for the so called gray bodies, postulating
that:

= €y, (B.9)
where o, is the absorptance and ¢, the emittance of a body. They are defined by:

B absorbed radiation at v

~ incident radiation at v ’
B emitted radiation at v

v B,(T)

(B.10)

Note that Kirchhoff’s law is valid only under the assumption of thermodynamic equilib-
rium which is approximately true for atmospheric regions below 80 km.

Incident radiation can be modified not only by absorption but as well by reflection and
scattering and of course it can just be transmitted through the medium. Thus we define
the reflectance, p,, and the transmittance, 7,, as:

reflected radiation at v

Pv = ncident radiation at v

transmitted radiation at v
T, = —— — ) (B.11)
incident radiation at v

Since energy is conserved, we have «,, + p, + 1, = 1. Further more detailed descriptions
of basic radiation laws can be found, for example, in [Hanel et al. (1992), Salby (1996)].
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B.2 Conversion of Physical Parameters

This section gives a summary on the conversion of the units of the physical parameters
used in this study, i. e. only the conversion from mass to volume mixing ratios and to
number densities (used to illustrate ozone). Similar explanations can be found in e. g.,
[Reuter et al. (1997)].

Let us start with the conversion from mass to volume mixing ratio. The mixing ratio
by mass, m,,, of an atmospheric parameter given in [kg/kg] (e. g., ozone or water vapor
mass mixing ratio as provided in this unit by ECMWF) is defined as the mass of this
atmospheric parameter, m,,, divided by the total mass of the atmosphere without the mass
of the atmospheric parameter, m; in a given volume:

Mgy = 12 — [lg] . (B.12)
kg

The mixing ratio by volume, my,, is defined as the number of molecules (atoms, etc.)
of the special parameter, V,,, divided by the total number of particles of the atmosphere
without the number of the special treated parameter, /V;, in a given volume:

N,
my = ﬁp = [1, ppmv, ppbv, pptv, etc.] . (B.13)
t
With: m
N =vNy with: V= U (B.14)

where v [mol], is the molar abundance, N4 [1] is the Avogadro constant, m is the mass
[kgl, and M [kg/mol] is the molar mass. This can be transformed into:
b _ % _ 3 _my M

-— o .
Nt V¢ ﬁi my Mp

(B.15)

Hence, to convert an atmospheric constituent from mass mixing ratio to volume mixing
ratio we have to multiply the mass mixing ratio by the reciprocal ratio of its molar masses,
M, /M, which is sufficient for humidity since we have the molar mass of dry air (see
section B.5).

In the case of ozone we have to note that the subscript ¢ denotes the total mass (or num-
ber of particles) of the whole atmosphere without the mass of the atmospheric parameter.
This means that:

Mg My

Vg =Vq —Vp = Ma _ﬁp’ (B16)

where the subscript ¢ means air. Since 72 < ¢ we can, however, neglect the second
D a

term in Equation B.16 which yields:

N,  my, M,
TN, maM,

(B.17)
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Let us now turn to the conversion of mass mixing ratios to number densities. We start
by defining a virtual temperature 7, by:

T, = <1 + Mq) T, (B.18)
Ry

where R, is the specific gas constant of wet air, 1?4 is the specific gas constant of dry air,
T is the temperature, and ¢ is the specific humidity in [kg/kg] defined as the ratio of the
mass of water vapor in a moist air parcel to the total mass of the moist air parcel:

My Pw

U B.19
Mg ~+ My P ( )

q

where p,, is the mass density of water vapor in a given volume, and p is the mass density
of moist air. Now we get the mass density of the atmosphere for a given pressure p and
virtual temperature 7;, via using a special form of the ideal gas law (p = R p T):

__»p
Ry T,

p (B.20)

With this the conversion of a given mass mixing ratio (e. g., ozone) in [kg/kg] to number
density, is given by:

m

n, = L0me ), (B.21)

mp
where n,, in [m~?] denotes the number density of the atmospheric parameter, m,, , its
mass mixing ratio, and m,, its mass in [kg]. In the case of ozone, m, is the molecular
mass of ozone, mo,, given by:

Mo, = 3 Mo My, (B.22)

where m is the atomic mass of oxygen in m,,’s, and m,, is the atomic mass unit given in
section B.5.

B.3 Basic Statistical Properties

In this section a brief summary of the statistic properties (bias, standard
deviations, variances, covariances, and rms) wused in this study is given
(c. f. [Steiner and Kirchengast (2004)]).

Let us define difference profiles Ax (Ax = (Axy, ..., Axy, ..., Axy)T, with i de-
noting the height levels, N the dimension of the state vectors, and " the matrix transpose)
between the retrieved, X,.,, and the a priori, X,,,, profiles, respectively, and the true pro-
file, X;,ye, in the form:

Ax = (Xretr,ap - Xtrue) . (B23)
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The calculation of the mean of the difference profiles leads to the bias profile, b:
1 n
b= [— E AXk
n
k=1

with n as the number of events in the ensemble. As a next step, the bias is subtracted from
each profile, giving the bias-free profiles, AXpiqs free:

) (B.24)

AXbmszee = Ax — b. (B25)

With these bias-free profiles we compute the empirical error covariance matrix, Se,piy:

n—1
k=1

1 n
Sempir - [ Z (Axkz,biasfree> (Axkz,biasfree>T] ) (B26)

with its diagonal elements, S;;, representing the variances at height level ¢ and with its
non-diagonal elements, S;;, representing the covariances between height levels ¢ and j.
The square root of the diagonal of the error covariance matrix gives the standard deviation
profile, s:

S with: Si =V S” (B27)

The root mean square error profile, rms then reads:

rms with: rms; = /b2 + s2. (B.28)
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B.4 Atmospheric Constituents

‘ Constituent H Mixing Ratio ‘ Vertical Distribution ‘

Controlling Process

Ny 0.78708 Homogeneous Vertical mixing
09 0.2095 Homogeneous Vertical mixing
tDecreaﬁes éharply n Evaporation, condensation,
H,O < 0.030 {TOPOSPRETE; INCTEases transport; production by
in stratosphere; highly . .
. CH, via oxidation.
variable.
Ar 0.0093 Homogeneous Vertical mixing
Vertical mixing; produced
CO, ~ 370 ppmv Homogeneous by surface and
anthropogenic processes.
] Photochemical production
Increases sharply in the 1 th here:
o ~10ppmv | stratosphere; highl in the stratospheres
3 p R ghly destruction at surface;
variable.
transport
tri)loglsoizlrlzf)xclﬁeztl};(;s Production by surface
CH, ~ 11760 ppbv POSP . processes; oxidation
in the middle
produces H,O
atmosphere.
. Production by surface and
Homogeneous in the . )
troposphere; decreases anthropogenic processes;
N,O ~ 320 ppbv . . dissociation in the middle
in the middle
atmosphere; produces NO;
atmosphere.
transport
Decreases in the Production
CO ~ 70 ppbv troposphere; increases anthropogenically and by
in the stratosphere. oxidation of CH,; transport
Production by dissociation
NO ~ 0.1 ppbv Increases vertically. of N5 O, catalytic
destruction of O4
. Industrial production;
Homogeneous in the C
CFCly 270 pptv troposphere; decreases | | oone the troposphere;
(CEC-11) pp YPOSPRETE; photo-dissociation in the
in the stratosphere.
stratosphere.
CF,Cl,
(CFC-12) ~ 530 pptv see CFC-11. see CFC-11.

Table B.1: Table after [Liou (1992)] — updated; from [Weisz (2001)]. The volume mixing ratios are repre-
sentative for the troposphere and the stratosphere. The mixing ratio of ozone represents the stratospheric
value. The radiatively active gases are HoO, COo, O3, CHy4, N2O and CFCs.
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B.S Physical Constants
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Constant value uncertainty unit

¢ | speed of light |54 505 453 exact ms!
in vacuum

h | Planck 6.626 0693x 1073* | 0.000 0011x 1073* [ Js
constant 4.13566743x 107 | 0.00000035x 1071° | eV s

k| Boltzmann 1.380 6505x 10=2* | 0.000 0024x 10-2* | JK!
constant 8.617 343x 1075 0.000 015x 10~° eV K-!
Stefan-

0 | Boltzmann 5.670 400x 1078 0.000 040x 10~8 Wm?2K™*
constant

t

my |0 ST TR 1660 538 86 10727 | 0.000000 28 10777 | kg
Newtonian

G | constant  of | 6.6742x 107! 0.0010x 10~ m? kg1 s
gravitation

N Q;’gfadm 11 6.0221415% 10% | 0.000 0010x 10?* | mol~!
Loschmidt
constant at 25 25 _3

Mo 273.15 K and 2.686 7773x 10 0.000 0047 x 10 m
1013.25 hPa

Re | Mmolargascon- g 51y 495 0.000 015 Jmol !t K
stant
Wien’s  dis-

b | placement law | 2.897 7685x 1073 | 0.000 0051x 102 | mK
constant

| t

e | CCMEMEY ] 602176 53% 10719 | 0.000000 14x 1019 | C

charge

Table B.2: Physical Constants according to CODATA 2002. Source: The NIST reference on constants,
units, and uncertainties available at: http://physics.nist.gov/cuu/.
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B.6 Parameters of Earth and Atmosphere

Parameter | value unit
The Earth-Sun System
AU [ astronomical unit 1.495978 70x 10! | m
(mean distance earth-sun) 499.004 782 S
solar constant 1370 W m 2
mean radius of the sun 6.96x 10° m
The Earth
Vi | volume of the earth 1.070x 10% m?
M| mass of the earth 5.9736x 10* kg
pE | mean density of the earth 5.515x 10° kg m—3
WE | mean rotation rate 7.292115%x 107° rad s—!
9gm | mean acceleration of gravity 9.80665 ms 2
9p | polar acceleration of gravity 9.832186 ms 2
ge | equatorial acceleration of gravity 9.780326 ms—?
gravitational parameter (G M) 3.9869x 10™ m? s2
R,,, | mean radius of the earth 6371.0 km
R. | equatorial radius of the earth 6378.137 km
R, | polar radius of the earth 6356.752 km
f | flattening: f = (R. — R,)/R. 1/298.257222
d; | Julian day 86400 S
ds | mean sidereal day 86164.09054 S
Y; | Julian year 365.25 d;
sidereal year 365.25636 d;
tropical year 365.2421897 d;
anomalistic year (apse to apse) 365.25964 j
obliquity of ecliptic 23.4393 °
Do | standard surface pressure 1013.25 hPa
Ty | standard temperature 273.15 hPa
Dry Air
mg | molar mass of dry air 28.964 kg kmol !
R, | specific gas constant of dry air 287.06 Jkg 1 Kt
pa | density of dry air at py and T 1.2922 kg m—3
Water Vapor
My | molar mass of water 18.016 kg kmol ™!
R, | specific gas constant of water vapor | 461.50 Jkg T K™!
Pw | density of liquid water at pg and 7 | 1000 kg m—3
pi | density of ice at py and T 917 kg m—3

Table B.3: Parameters of earth and atmosphere. Sources: [Ahrens (1995), Andrews (2000), Raith (1997)].




Appendix C

Abbreviations

C.1 List of Acronyms

Acronym Description
A/D Analogue/Digital
AD adjoint
AIRS Advanced Infrared Sounder
AMSU Advanced Microwave Sounding Unit
AO Announcement of Opportunity
ASCAT Advanced Scatterometer
ASI Agenzia Spaziale Italiana
ATOVS Advanced TOVS
AVHRR Advanced Very High Resolution Radiometer
CC Corner Cube
CIRA COSPAR International Reference Atmosphere
COSPAR Committee on Space Research
CNES Centre National d’Etudes Spatial
CpU Central Processing Unit
ECMWF European Centre for Medium-Range Weather Forecasts
EGOPS End-to-end GNSS Occultation Performance Simulator
ENVISAT Environmental Satellite
EPS EUMETSAT Polar System
ERS European Remote Sensing (Satellite)
ESA European Space Agency
EUMETSAT European Organisation for the Exploitation of Meteorological
Satellites

continued on next page
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continued from previous page

Acronym Description
FOV Field of View
FT Fourier Transform
FTC Fast Transmittance Coefficient
FWHH Full Width at Half Height
FWHM Full Width at Half Maximum
GENLN?2 General line-by-line atmospheric transmittance and radiance
model
GNSS Global Navigation Satellite System
GOME Global Ozone Monitoring Experiment
GPS Global Positioning System
GRAS GNSS Receiver Atmospheric Sounder
HWHP Half Width at Half Power
HIRS High Resolution Infrared Radiation Sounder
HIRTRAN High Resolution Transmittance Model
IASI Infrared Atmospheric Sounding Interferometer
IC Information Content
IFOV Instantaneous Field of View
JSP Initial Joint Polar System
IR Infrared
ISRF Instrument Spectral Response Function
ISSWG IASI Sounding Science Working Group
LEO Low Earth Orbit
LW Long wave
METOP Meteorological Operational (Satellite)
MHS Microwave Humidity Sounder
MS Maximum Sensitivity
MSU Microwave Sounding Unit
NASA National Aeronautics and Space Administration
NEAT Noise Equivalent Temperature Difference
NESDIS ljiit;onal Environmental Satellite, Data and Information Ser-
NOAA National Oceanographic and Atmospheric Administration
NWP Numerical Weather Prediction
OPD Optical Path Difference
pdf probability density function
RMS Root Mean Square
RS Remote Sensing
RT Radiative Transfer
RTIASI Radiative Transfer Model for IASI

continued on next page
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continued from previous page

Acronym Description
SAT Surface Air Temperature (2 m Temperature)
SI System International (dUnités)
SNR Signal-to-noise Ratio
SPOT Systeme Pour lobservation de la Terre (satellite)
SST Surface Skin Temperature; Sea Surface Temperature
SVD Singular Value Decomposition
SW Short wave
TIGR TOVS Initial Guess Retrieval
TIROS Television and Infrared Observation Satellite
TL Tangent Linear
TLE Two Line Element (File)
TOA Top of the Atmosphere
TOVS TIROS Operational Vertical Sounder
UTC Coordinated Universal Time
uv Ultraviolet
VHRR Very High Resolution Radiometer
VIS Visible
WMO World Meteorological Organization
WwWw World Weather Watch
ZPD Zero Path Difference

Table C.1: The Table contains the relevant acronyms used in the current work.

C.2 List of Units

Unit Description
°C degrees Celsius
C Coulomb
cm centimeter
deg Degree
° Degree
eV electron Volt
g gram
GHz Giga Hertz
hPa hecto Pascal
J Joule
K Kelvin

continued on next page
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continued from previous page

Unit Description
kg kilogram
km kilometer
kmol kilomol
m meter
Mbits megabits
mol mol
mrad milliradian
ms milliseconds
mW milli Watt
Pa Pascal
ppbv parts per billion by volume
ppmv parts per million by volume
pptv parts per trillion by volume
rad radian
S second
N steradian
W Watt
% percent
pm micrometer

Table C.2: The Table contains the explanation of several units used in the current work.
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