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Abstract / Zusammenfassung

The present thesis focuses on investigating and improving a hybrid dynamic-diagnostic
downscaling method for near surface wind (based on the dynamic PSU/NCAR model
MM5 and the diagnostic California Meteorological model CALMET), which enables
to provide wind climatologies over complex topography on the 100 m scale. A second
objective is to conduct climate simulations and to identify climatological main pro-
cesses affecting the long-term behaviour of averaged near surface wind conditions in
the European Alpine region and the Vienna Basin under increasing greenhouse-gas
concentrations. Questions of wind gusts and extremes are set aside.

Several variants of the method were applied (driven by the reanalysis dataset ERA-
40) in two study regions, the Hohe Tauern region and the Vienna Basin. Comparisons
to observations show that the steady-state flow concept and the orographic speed-up
effect are the most dominant climatological mechanisms. The quality of the modelled
climatologies is mostly affected by the ability to capture synoptic- and regional-scale
processes. In the Vienna Basin the steady-state flow concept is more valid and leads to
an enhanced systematic overestimation of wind speed (biases from 0.9 m/s to 2.1 m/s).

The method has been successfully applied to the output of the climate model
ECHAM5 (periods 1981 to 1990 and 2041 to 2050, IPCC scenario IS92a). The climate
change signals show decreasing annual wind speeds (up to −20.8 %, i. e., −1.2 m/s, in
the inner Alps) and it can be concluded that a) changes of synoptic- and large-scale
processes are affecting gradient-forced synoptic- and regional-scale air flows, particu-
larly during DJF, b) the orographic speed-up effect amplifies changes of wind speeds in
mountainous areas, and c) interactions between the atmosphere and the earth’s surface
lead to regionally varying climate change effects. There exists strong evidence for a
robust model-independent reduction of wind speed during MAM and JJA in the inner
Alps.



Abstract / Zusammenfassung vi

Das Ziel der vorliegenden Arbeit ist die Untersuchung einer kombinierten
dynamischen-diagnostischen downscaling Methode für bodennahen Wind (basierend
auf dem dynamischen Modell MM5 und dem diagnostischen Modell CALMET), welche
es ermöglicht Windklimatologien in komplexer Topographie auf der 100 m Skala zu er-
stellen. Ein zweites Ziel ist die Durchführung von Klimasimulationen zur Identifikation
klimatologischer Prozesse, die das Langzeitverhalten von mittleren Windverhältnissen
in den Europäischen Alpen und dem Wiener Becken bei steigenden Treibhausgaskon-
zentrationen bestimmen. Böen und Extremereignisse werden nicht betrachtet.

Mehrere Varianten der Methode (angetrieben vom Re-Analysedatensatz ERA-40)
wurden in den Hohen Tauern und dem Wiener Becken eingesetzt. Vergleiche zu Be-
obachtungsdaten zeigen, dass die Konzepte der Stationären Strömung und der Strö-
mungsüberhöhung die dominantesten Klimamechanismen sind. Die Qualität der Wind-
klimatologien wird hauptsächlich von der Fähigkeit, synoptische und regionale Prozesse
abzubilden, beeinflusst. Im Wiener Becken hat die Stationäre Strömung mehr Validität
und führt zu einer verstärkten systematischen Überschätzung der Windgeschwindigkei-
ten (Bias zw. 0,9 m/s und 2,1 m/s).

Die Methode wurde erfolgreich auf eine Klimasimulation des Modells ECHAM5 (Pe-
rioden 1981 bis 1990 und 2041 bis 2050, IPCC Szenario IS92a) angewandt. Die Klima-
änderungssignale zeigen rückläufige Jahreswindgeschwindigkeiten (bis zu −20.8 %, das
sind −1.2 m/s, in den Alpen) und es kann gefolgert werden, dass a) Änderungen der
synoptischen und regionalen Prozesse gradientenbedingte Strömungen beeinflussen, ins-
besondere im Winter, b) die Strömungsüberhöhung Änderungen der Geschwindigkeiten
im Gebirge verstärken und c) Wechselwirkungen zw. Atmosphäre und Erdoberfläche
zu regional unterschiedlichen Effekten führen. Unabhängig von der Wahl der Modelle
werden saisonale Windgeschwindigkeiten im Frühling und Sommer in den Alpen zu-
rückgehen werden.
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Introduction

The present thesis contributes to the scientific activities in the broad field of climate
research. It is focused on near surface wind and it is concerned with both, the current
climate and the climate’s future behaviour under increasing greenhouse-gas concen-
trations. The motivation of the thesis is partly basic research-oriented and partly
application-oriented. The former lies in a better understanding of the climate-relevant
processes for near surface wind over complex topography, the latter lies in the devel-
opment of a numerical modelling approach to provide wind climatologies on the 100 m
scale.

Since the early 1990s much effort has been put on climate research, increasingly
gaining knowledge and understanding about the climate system and its possible devel-
opments throughout the 21st century. By now, four assessment reports summarising
the work of thousands of honourable scientist concerning the physical science basis,
impacts, adaptation, vulnerability, and mitigation of climate change have been pub-
lished by the Intergovernmental Panel on Climate Change (IPCC). In advance to the
recent United Nations Climate Change Conference in Copenhagen, December 2009,
the Climate Change Research Centre at the University of New South Wales, Australia,
synthesised together with partners the most policy-relevant recent science activities. In
their report, “The Copenhagen Diagnosis” (Allison et al., 2009), the authors provide
a climate change science update starting from the 4th IPCC assessment report. Some
of the most important all-agreed key-findings indicating the urgent need for climate
protection are:

• Based on observational data the Earth’s climate is changing with increasing speed.
“The linear warming trend [of global near surface temperature] over the last 50
years is nearly twice that for the last 100 years” (Solomon et al., 2007).

• Ongoing global warming leads to irreversible damage. “Several vulnerable el-
ements in the climate system (e. g., continental icesheets, Amazon rainforest,
West African monsoon and others) could be pushed towards abrupt or irreversible
change if warming continues in a business-as-usual way throughout this century”
(Allison et al., 2009).

• The probability that the observed increase in anthropogenic greenhouse gas con-
centrations is the cause for most of the observed increase in global tempera-
ture since the mid-20th century has changed from “likely (>66 % probability)”
(Houghton et al., 2001) in the 3rd IPCC report to “very likely (>90 % probabil-
ity)” (Solomon et al., 2007) in the 4th IPCC report. Based on most recent analysis
of other possible causes for global warming, Allison et al. (2009) finally conclude
that “the greatest part of the century-scale warming is due to human factors.”
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Depending on greenhouse-gas emission scenarios the best estimates for the global
temperature increase derived from climate simulations are expected to lie within a
range between 1.8 ◦C and 4.0 ◦C by the end of this century (Solomon et al., 2007).
However, while there is a broad agreement throughout the involved climate models
about the temperature increase and an expansion of the Hadley Circulation together
with a pole-ward shift of the mid-latitude storm tracks (Yin, 2005) in general, the
regional climate change effects of near surface wind in the European Alps are largely
unclear. Due to the complexity of the climate system and due to model-limitations only
some few robust key-findings on global and regional scales can be identified from multi-
model multi-scenario simulations: e. g., the role of the global atmospheric circulation,
the relation between changes of mean sea level pressure gradients and shifts of cyclon-
tracks (Solomon et al., 2007), and constant or weakly reducing annual wind speeds (up
to −5 %) across the Alpine region by the end of this century depending on the used
climate model (Rummukainen et al., 2004).

In the face of this wide range of uncertainties, the present thesis focuses on inves-
tigating and improving a modelling approach for near surface wind, which enables to
provide spatially distributed wind climatologies on the 100 m scale as they are required
in numerous climate impact studies and other applications, like the exploitation of wind
energy. This is an increasingly upcoming field in climate protection since near surface
wind is one of the most prominent renewable energy carriers (Zervos et al., 2009).

The applicability and the limitations the modelling approach, the steady-state flow
concept, are investigated by means of two study regions with differently complex topog-
raphy, the Hohe Tauern region and the Vienna Basin. A further objective of the thesis
is to apply the modelling approach to climate simulations and to identify climatolog-
ical main processes in the European Alpine region which are affecting the long-term
behaviour of near surface wind under changing climate conditions.

The thesis is structured into five chapters. Chapter 1 is focused on Planetary Bound-
ary Layer (PBL) processes and gives an overview of near surface air flows. Starting on
planetary scale, the main driving phenomena for near surface wind are subsequently
analysed ending up with local-scale flow patterns in the European Alps. Observation-
based climate change effects of near surface wind and the essential outcome of modern
climate simulations are discussed as well. In Chapter 2 the basic concepts of state-
of-the-art models for near surface wind including their advantages and limitations are
presented and the modelling approach favoured in this thesis, the hybrid dynamic-
diagnostic downscaling method, is introduced. Various modifications and improvements
of this method are designed in Chapter 3. Chapter 4 provides a thorough evaluation
of the downscaling method and its variants and isolates the method’s inherent down-
scaling errors. In order to reduce these errors statistical correction functions based on
the quantile mapping method are derived. The influence of these correction functions
on simulation-based climate change effects is discussed at the end of this chapter. In
Chapter 5 statistically significant climate change effects for near surface wind and their
causes in the Alpine region and in the Vienna Basin are derived by applying the hybrid
downscaling method on a global climate simulation representing the current climate
(period 1981 to 1990) and a future climate scenario (period 2041 to 2050).



1 Air Flows in the European Alps
and the Effects of Climate
Change

The Alps, an 800 km, arc-shaped mountain range with an average width of ∼200 km
and an average height of ∼2500 m (highest summit: Mont Blanc 4810 m) resides in
Central Europe between Vienna (Austria), Munich (Germany), Lion (France), Marseille
(France), Milano (Italy), and Maribor (Slovenia). This amazing mountain range is
spread over numerous European countries and is lying in a transition zone influenced
by the European continent and two oceans, the cool Atlantic farther to the west and
the warmer Mediterranean Sea close to the south.

The Alpine climate as an ensemble effect of different atmospheric and oceanic pro-
cesses on a wide range of spatial and temporal scales has always been of interest for the
resident population. It was Horace Bénédict de Saussure (1740–1799) from Switzerland
who built the foundations for scientific exploration of mountain meteorology in the sec-
ond half of the 18th century (Schär et al., 1998). The longest-lasting climate records
from systematic observations originate from that era (Auer et al., 2007). About 100
years later, first national-wide observation networks were established based on initia-
tives by leading scientists, like the Austrian Julius Ferdinand von Hann (1839–1921)
and the Swiss Heinrich von Wild (1833–1902) (Wanner et al., 1997). In the ongoing
course of the scientific, technological, and economic progress over the last centuries new
observation techniques, analysis-methods, and knowledge from interdisciplinary coop-
erations have been developed and applied in order to reveal the underlying processes
of Alpine climate. During the last decades another aspect (of global dimension), the
global climate change and its sources from anthropogenic activities, appeared. Much
effort has been put on the investigation of the impacts of anthropogenic greenhouse
gases on the global climate system and its feedbacks. Nowadays, more than 2000 sci-
entist from 154 countries typically participate in the climate assessment process of the
Intergovernmental Panel on Climate Change (IPCC). The presented work focusses on
near surface wind affected by climate change on a regional and local scale to contribute
the knowledge about the Alpine climate under changing conditions.

1.1 Main Driving Phenomena from the Global to the

Local Scale

In modern climatology the global climate system represents a four-dimensional (three
coordinates in space and one in time) physical system that is described by observable
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Figure 1.1: Definition of length-scale classes (micro, meso, and macro) (Orlanski , 1975) and
correlation between time- and length-scales for characteristic atmospheric phe-
nomena. From Barry and Carleton (2001), modified.

physical quantities (e. g., temperature, precipitation, wind speed, wind direction, etc.),
called “climate variables” (ger. “Klimaelemente”), and their behaviour in space and
time (Barry and Carleton, 2001; Hantel , 2001). The climate system is divided into
its (climate) components: the atmosphere, the hydrosphere, the cryosphere, the litho-
sphere, the biosphere, and eventually the anthroposphere. Single (climate) phenomena
(such as cyclones, planetary waves, cumulus convection, etc.) are resulting from the
interplay of physical, chemical, and biological mechanisms within and between the cli-
mate components and occur on a wide range of time and length scales. Thereby, the
phenomena on smaller scales are embedded into phenomena on larger scales generating
a chain of interdependency from larger to smaller scales (downscale) and vice versa (up-
scale) (cf. Figure 1.1): e. g., the genesis, track, and strength of synoptic-scale (100 km to
1000 km) weather phenomena are causally depending on the general circulation of the
atmosphere which is induced by the zonal distribution of the earth’s surface tempera-
ture. However, the temperature distribution is significantly influenced by the weather
phenomena in turn (Schär et al., 1998).

Based on the differences of scales and/or the most active mechanism the atmosphere
can further be separated into major sub-systems. One commonly used division results
from the vertical thermal stratification leading to the definition of the troposphere,
stratosphere, mesosphere, and thermosphere.

Another well-known separation defines the free atmosphere in which the effect of
the earth’s surface friction on the air motion is negligible (AMS , 2000) and the Plan-
etary Boundary-Layer (PBL) which is characterised by its turbulent transfer of mass
(Pielke, 2002) and “[...] is directly influenced by the presence of the earth’s surface,
and responds to surface forcings with a timescale of about an hour or less.” (Stull ,
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1988). Note, the PBL is the lowest boundary of the troposphere and usually reaches
heights below 2 km and 3 km. During night, it might reach a depth of no more than
50 m and 100 m and is strongly influenced by internal gravity waves. However, under
strong convective conditions the PBL grows much deeper into the troposphere (up to
5 km) (Garratt , 1992) and might extent into the stratosphere in exceptional cases when
thunderstorms occur (Pielke, 2002). Moreover, all the incoming and outgoing global
energy fluxes at the earth’s surface are transmitted through the PBL resulting into its
high variability in space and time and its complex structure: Firstly, at the lower-most
level there is the surface layer (Prantl layer) where Monin-Obukhov theory is valid
and Coriolis turning of the wind is not evident. It is subdivided into the inter-facial
sub-layer dominated by molecular viscosity and diffusivity and the inertial layer where
turbulent motions exist on scales much smaller than the PBL depth. Secondly, there is
the outer layer (transition layer) where turbulent motions occur on scales comparable
to the PBL depth ("large eddies") and which is often capped by an entrainment zone or
a stable inversion layer. It changes into free convection layer, mixing layer, stable layer,
and the residual layer (remaining from a mixed layer of the previous day) depending
on static and dynamic instabilities (cf. Figure 1.2). Moreover, due to the diversity of
surface conditions (e. g., radiative properties, surface drag, moisture availability, ther-
mal conductivity, etc.) an Internal Boundary-layer (IBL) is induced, which separates
distinctive areas of turbulence. Depending on the heterogeneity the mean horizontal
air flow is accelerated or decelerated at the IBL and/or the stability of the entire PBL
might change (cf. Figure 1.3). Savelyev and Taylor (2005) report over more than 20 em-
pirical formulae to estimate the IBL’s height. Note, based on different sets of balanced
forces the outer layer is also defined as Ekman layer, advective layer, or Stokes layer
(Pielke, 2002). However, due to static (convective or Rayleigh-Benard) and dynamic
(shear and Kelvin-Helmholtz) instabilities laminar PBLs like the Ekman layer cannot
be observed in the atmosphere. Since the PBL couples the free atmosphere with the
remaining climate components, it plays a central role in the climate system. More than
a half of the atmosphere’s kinetic energy loss occurs in the PBL (Garratt , 1992).

Due to the chain of interdependency, time series of wind speed and wind direction
at a certain point in the PBL depend on phenomena over all scales, even in the case of
local wind systems at the micro-β-scale (10 m to 100 m) which are nearly independent
from meso-scale (synoptic) weather patterns (autochthonous wind systems): it is up to
the synoptic patterns to allow such wind systems. Hence, in order to generate a highly
resolved wind-climatology phenomena on all scales have to be considered.

1.1.1 On Planetary and Large Scales

On the planetary scale (>104 km) a circulation in the free atmosphere (the general circu-
lation) can be derived from time-related statistics of wind observations (cf. Figure 1.4a).
Because of the earth’s curvature the incoming solar radiation results in a meridional
distribution of heat. This imbalance between the poles and the equator is compensated
by a poleward heat-transfer which is accomplished by the general circulation and a
circulation of the global ocean (cf. Figure 1.4b). Both circulations are interacting with
each other and with the global landmasses through their boundary layers via friction
and the exchange of energy. The circulations are perturbed by the global land-sea
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Figure 1.2: Schematic of the diurnal cycle of the inversion-capped PBL over land without
disturbance from the free atmosphere. Based on hydrostatic stability and type
of turbulence the PBL is divided into the surface layer, the convective layer, the
mixed layer, the stable layer, and the residual layer. From Stull (1988).

(a) (b)

(c) (d)

Figure 1.3: Schematics of the IBL from Pielke (2002). Upper panels: an airflow advects
under neutral conditions (a) from a smooth (small roughness length z0) to a
rough (large z0) surface; and (b) vice versa. The IBL appears at boundaries of
adjacent regions of distinctive turbulence. Lower panels: (c) a stable stratified
airflow becomes unstable as it advects from a smooth to a rough surface; (d) an
unstable flow becomes stable as it advects from a rough to a smooth surface.
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distribution inducing fluctuations and waves.
Looking into detail, the Alpine region (44◦ N to 48◦ N) lays in the southern part of

the mid-latitude westerly wind belt of the Ferrel Cell (30◦ N to 60◦ N) and between the
subtropical high pressure and the sub-polar low pressure belt. Due to this geographic
location the Alps are exposed to sequences of cyclones and anti-cyclones embedded into
the planetary waves (Rossby-waves) forcing the day-to-day weather conditions. The
planetary waves, which are induced by the earth’s major topographic obstacles (Schär
et al., 1998), are perturbed by blocking events stopping the general westerly mean-
flow or even changing its direction. In the Atlantic-European region blocking events
arise from quasi-stationary high-pressure systems lasting for up to two weeks with a
maximum of occurrence during spring and a minimum during summer (Trenberth et al.,
2007). They are an important component of intra-seasonal variability. A global pressure
oscillation pattern influencing the European climate is the coupled ocean-atmosphere
system El Niño/Southern Oscillation (ENSO). Although it is mainly responsible for
inter-annual variability in the entire tropical pacific region it has global impacts by
changes in jet streams and storm tracks in the mid-latitude (Trenberth et al., 2007).
In the Atlantic-European sector ENSO modifies synoptic-scale weather systems and
changes the intensity and location of the Atlantic storm track (Schär et al., 1998).
Additional variability arises from the interaction between troposphere and stratosphere.
The Quasi Biennial Oscillation (QBO) in the tropic stratosphere with an average period
of 27 Months modifies the global stratospheric circulation (Brewer-Dobson circulation)
and influences the extra-tropical climate. For the Alps a statistically significant QBO
signal is found in the monthly rainfall of September and October (Wanner et al., 1997).

On the large-scale (103 km to 104 km), the Alps are embedded in an area between
the Icelandic Low to the northwest, the Azores High to the southwest, the continental
Siberian High to the east, and a weak Mediterranean Low to the south during winter.
This leads to a large variability of the mean sea level pressure (MSLP) reducing the
occurrence of weather patterns of weak pressure gradients in the Alpine region down
to ∼16 % (Schär et al., 1998). The strengths and locations of the Icelandic Low and
the Azores High are modified by the North Atlantic Oscillation (NAO) on inter-annual
and multi-decadal time scales. Although the NAO is active over all seasons it mostly
influences synoptic systems (i. e., cyclones, anti-cyclones, and fronts) during winter by
altering their frequencies, intensities, and tracks. Usually, most of the cyclones gener-
ated in the Atlantic region are impinging the European continent in its north-western
part and are moving eastwards forming the Atlantic storm track. In periods with a
strongly pronounced NAO the Atlantic storm track is shifted pole-wards and the west-
erly mean-flow is enhanced and transports more warm and moist maritime air from
the Atlantic towards the northern part of the European continent resulting in warmer
and wetter winters in Northern and Central Europe (Thompson and Wallace, 2001).
In Southern Europe, a strong NAO results in cooler and dryer winters (Thompson and
Wallace, 2001; Trenberth et al., 2007). The NAO is the major winter climate mode,
accounting for about one third of the statistically derived inter-annual variability of
the mid-tropospheric large-scale flow in the mid-latitudes (Schwierz et al., 2006). In
Northern and Central Europe the NAO may account for over 60 % of the climate’s
variability (Beniston, 2006). For example, 56 % of the observed pressure variance
in Switzerland can be explained by the behaviour of the NAO (Beniston and Jungo,
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(a)

(b)

Figure 1.4: Schematics of planetary circulations from Washington and Parkinson (2005). (a)
the general circulation. Three basic-cell circulation patterns (i. e., the Hadley
Cell, the Ferrel Cell, and the Polar Cell) are shown for the northern hemisphere
during summer conditions. The southern Hadley Cell is shifted over more than
20◦ to the north due to an enhanced continental-wide convection over South-
Asia. (b) the major surface ocean currents.
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2002). In summer, the Azores High extents to the northeast and becomes the most
influencing factor amplified by inter-annual to multi-decadal fluctuations of the NAO,
which emphasises persistent high-pressure systems over Northern Europe (Trenberth
et al., 2007). In addition, the Atlantic storm track is much weaker pronounced and cy-
clonic activity is reduced. In the Alpine region, this situation advances the occurrence
of weak pressure gradients to a maximum of ∼36 % (Schär et al., 1998) and enforces
the development of local climate-related features according to convective weather pat-
terns. Similar situations may appear from blocking events (see above) which are partly
related to weak periods of the NAO and partly they are supposed to be induced by
the tropospheric-stratospheric exchange (Trenberth et al., 2007). Due to the complex-
ity of the global atmospheric and oceanic circulations potential sources of the NAO’s
variability are not fully revealed yet, but they include one-way or coupled interactions
with the mid-latitude ocean, the tropical ocean, the Indian ocean, and the stratosphere
(Schwierz et al., 2006).

1.1.2 On Synoptic and Regional Scales

On scales between 10 km and 103 km, the Alpine climate is affected by the mountains’
massif itself via retarding and modifying the approaching synoptic systems with re-
spect to the PBL’s stability. Most of the cyclones generated over the Atlantic ocean
are moving along the storm track into northeastern Europe. When the southern tails of
the cyclones’ accompanying fronts are impinging and passing the Alps from north and
northwest new cyclones may emerge on the lee-side of the Alps. These new cyclones
are the result of the Alpine lee cyclo-genesis (cf. Figure 1.5) and are moving eastwards
forming a secondary but weaker storm track over the Mediterranean Sea influencing
the climate of the east and southeastern part of the Alpine region as well as the entire
Mediterranean area (Schär et al., 1998). On average, the lee cyclo-genesis takes place
about 65 times per year (Trigo et al., 2002) and is accompanied by numerous flow phe-
nomena on the regional scale: A strong southwesterly flow of warm, moist, and weakly
stratified air ahead of the approaching cold front which passes over the Alpine main
crest and may develop the South Föhn to the north with a maxima of its occurrence
during spring and autumn (Schär et al., 1998; Weber and Furger , 2001). As the front
moves further, cold air from behind the front is deflected and flows around the western
and eastern parts of the Alps pronouncing two strongly stable stratified northerly flows
of cold air, the Mistral in the west and the Bora in the east. Finally, when the mass of
cold and dry air behind the front grows in height it spills over the Alpine main crest and
may generate the North Föhn. Due to the retardation of fronts, the areas downstream
are shielded, which results generally in lesser precipitation, weaker winds, and more
frequent inversions and fog, especially in winter in cases of high anti-cyclone activity.
Although, local phenomena are determined by synoptic phenomena, there is no clear
assignment between Föhn, Mistral, Bora, and other characteristic flow patterns, like the
Bise (a channelised north-easterly flow in Switzerland), and definite weather patterns
(Weber and Furger , 2001; Weber and Kaufmann, 1998). However, strong flows mostly
occur under advective conditions reaching their maximum of occurrence during winter
(∼62 %) (Schär et al., 1998). Extreme wind speeds (wind gusts) near the ground with
a serious destructive potential (>26.4 m/s, i. e., 10 Bft) are observed when tropical
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(a) (b) (c)

Figure 1.5: Schematic of the Alpine lee-cyclogenesis: (a) an intercepting cold front is de-
formed and South Föhn results from prefrontal winds, (b) cold-air breaks out
into the western Mediterranean Sea (Mistral) and a lee-cyclone is formed, (c)
the lee-cyclone progresses eastwards and Bora and North Föhn appear. From
Schär et al. (1998).

cyclones (i. e., hurricanes) move northwards along the West Atlantic following the Gulf
Street and impinge the European continent. Hart and Evans (2001) estimate one tran-
sitioned tropical cyclone per year over Europe for the 20th century based on the analysis
of cyclone-tracks of the U.S. National Hurricane Center. The German weather service
(DWD) counted 25 hurricanes during the period 1990 to 2007 (Müller-Westermeier,
G., 2007).

Looking further into details, advective air flows in the Alpine region within a stati-
cally stable PBL can mainly be described by two idealised flow regimes (cf. Figure 1.6):
the flow-over and the flow-around regime. In the former case, a laminar time-averaged
flow of statically stable air impinges an obstacle. The air flow is retarded and lifted but
it keeps its laminar structure. The incoming air is lifted along the obstacle’s surface and
accelerates (Venturi-effect). Right after the obstacle the air falls down until it reaches
its original position. Depending on the stability of the stratification the vertical dis-
placement of air induces horizontally and vertically propagating internal gravity waves
(cf. Figure 1.7) characterised by their Brunt-Väisälä-frequency (N) (Etling , 1996). In
the flow around regime, when the velocity of the incoming air flow is slow enough
and/or the stratification is more stable the laminar flow breaks down and turbulence
(vortex shedding) from dynamic instability (shear instability) occurs where the gravity
waves are weaker and the influence on higher levels is smaller. For larger obstacles like
the Alps the earth’s rotation (Coriolis force) enforces the flow-over regime (Schär et al.,
1998). However, the two flow regimes are idealised types and natural air flows are more
complex, especially on smaller scales: while the flow-over regime is more pronounced
for the Alpine massif, flow-around patterns occur for single mountains. Vortex shed-
ding for the Alps as a hole has not been observed, but single vortices at the western
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(a) (b)

(c) (d)

Figure 1.6: Idealised flow patterns from numerical simulations. Panels (a) and (c) show the
instantaneous streamlines in a vertical section across a mountain top, panels (b)
and (d) show the same features on the surface. Air flows from left to right and
shows both, the flow-over (panels (a) and (b)) and the flow-around (panels (c)
and (d)) regime. From Schär et al. (1998).

edge of the massif have been identified contributing the Alpine lee cyclo-genesis (Schär
et al., 1998).

Without disturbances from larger-scale advection, weak pressure gradients which are
observed ∼25 % of all days per year (Steinacker , 1990), are supporting a diurnal cycle of
thermally driven circulations between the Alpine main crest and the adjacent foreland
regions (i. e., “Alpine pumping”, (Lugauer and Winkler , 2005)). Due to the enhanced
radiative heating (cooling) of near-surface air layers in the inner Alpine region weak
low-level inflows (drainages) are established during daytime (nighttime) based on two
topographic effects. First, the terrain provides an elevated source (sink) of heat during
the day (night) and second, the volume of air per horizontal area is smaller in the inner
Alpine region than in the forelands (i. e., “volume-effect” (Steinacker , 1984)). Due to
this effect the inner Alpine region responses faster to thermal energy gain (loss) and
warm (cold) low- (high-) pressure systems are generated during daytime (nighttime)
over the Alpine massif. This diurnal cycle of pressure anomalies causes horizontal
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Figure 1.7: Plan view of the vertical displacement of streamlines from atmospheric simula-
tion of the 2 November 1999 in the Alpine region. The small white × marks the
location of Mt. Blanc. From Smith et al. (2007).

pressure gradients enforcing a diurnal cycle of air circulations. Analysis of observations
from 39 surface stations in South Bavaria have shown that on 42 % of all days from April
to September between 1996 and 2000 the thermal circulation propagates ∼100 km into
the Alpine foreland and shows daily maxima up to 2 m/s during daytime (17:00 UTC)
and 1.5 m/s in the morning (07:00 UTC) at selected pre-alpine stations close to the
Alpine foothills (Lugauer and Winkler , 2005).

In addition, air flows are influenced by the net radiative energy flux (defined as the
difference between absorbed incoming and outgoing radiation at the surface) which
drives the processes in the PBL by feeding the turbulent fluxes of latent and sensible
heat, the heating of the soil, and the melting of snow. Schär et al. (1998) report
from analysis of observations that the global radiation (i. e., sum of direct and diffuse
shortwave radiation) differs between the north and the south of the Alps (with respect to
the formation of clouds) and increases with height by ∼0.8 W/m2 per 100 m. However,
since the surface albedo controls the absorption of global radiation, the presence of snow
covers in elevated areas substantially reduces absorbed shortwave radiation. Moreover,
the long-wave radiation decreases in height with about −3 W/m2 per 100 m (incoming)
and −2 W/m2 per 100 m (outgoing). Hence, the mean net radiation and in accordance
the turbulent heat fluxes of the PBL tends to decrease with height.

1.1.3 On Local Scales

On the subregional (1 km to 10 km) and local scale (<1 km) the effects of the topogra-
phy and hence the influence on the PBL gets increasingly more important with respect
to the terrain’s geometry and the earth’s surface conditions. Generally, the underlying
mechanism which are responsible for deviations between synoptic-scale flow and near
surface flow can be divided into:
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• static instability appears in a static motionless atmosphere from thermal forc-
ing,

• dynamic instability appears in a moving atmosphere and is induced by wind
shear (i. e., barotropic instability),

• kinematic terrain effects modify flow velocities and directions and induce grav-
ity waves due to the terrain’s geometry and with respect to the PBL’s stability,

• decoupling through inversion layer leads to weak thermal valley circulations
or stagnant air influenced by the synoptic pressure gradient, and

• anthropogenic activities modify the development of inversion layers and induce
weak thermal driven circulations based on spatially distributed changes of surface
conditions and heat fluxes.

Based on these mechanism numerous flow phenomena occur in complex terrain. The
most important are discussed below.

From radiative heating of the surface the PBL becomes statically unstable and con-
vection is induced resulting in decoupled mountain-valley circulations showing a char-
acteristic diurnal cycle (cf. Figure 1.8). The volume-effect, which is responsible for the
Alpine pumping may enforce larger heating rates in smaller valley volume, however,
Rotach and Zardi (2007) adduce dynamic effects of the cross-valley circulation (i. e.,
subsidence of potentially warmer air from the free atmosphere above the valley and
vertical advection) to be the main mechanism for heating up the valley atmosphere.
Furthermore, they report that a primary cross-valley circulation due to side-wall heating
induces a secondary circulation based on density differences as a result of the centrifugal
force of the primary circulation. This secondary flow results into a downslope flow over
the sunlit heated surface and upslope flows over cooler (shaded) slopes leading to an
asymmetric flow pattern. During nighttime, near surface air parcels are cooled by the
surface and hence the air parcels get more dense and subside downslope due to the effect
of gravity. Mahrt (1982) derived eight classes of stationary slope flows from hydrostatic
approximation of the momentum equations for incompressible air with respect to the
PBL’s stability described by the Froude number (Fr). Usually, the thermal forced cir-
culations are relatively weak: Weber and Kaufmann (1998) report mean wind speeds of
2.5 m/s during daytime and 2.0 m/s during nighttime observed 43 m above ground in
a two-year period (1991–1992) in a valley close to Basel (Switzerland). In combination
with certain synoptic weather conditions and the terrain effects of the Alps, convection
may induce tornadoes and other local extreme wind events. Holzer (2001) counted 96
tornadoes in Austria (period 1910 to 1998), 63 of them observed during summer, and
found a verified maximum wind speed of 93 m/s. While in Germany tornadoes show a
spatially homogeneous distribution with a mean annual recurrence density rate between
0.1 a−110−4km−2 and 0.2 a−110−4km−2 (period 1870 to 2000) (Dotzek , 2001) the tor-
nadoes in Austria are highly influenced by the Alps: the mean rate of 0.3 a−110−4km−2

is regionally distributed around the eastern foothills of the Alps (1.0 a−110−4km−2 for
the greater area around Linz, 1.2 a−110−4km−2 for the southern Vienna Basin, and
0.9 a−110−4km−2 for the Basin of Graz) (Holzer , 2001). The genesis of tornadoes in
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(a) (b)

Figure 1.8: Schematic mountain-valley-circtulation during (a) day and (b) night. From Schär

et al. (1998).

Figure 1.9: Schematic of the turbulent energy cascade. Turbulent kinetic energy is transmit-
ted from larger to smaller wavelengths. Within the inertial subrange turbulent
motions are roughly homogeneous, isotropic, inviscid, and self-similar. From
Garratt (1992).

the Alpine region is hardly investigated. Holzer (2001) supposes quasi stationary or
stalled cold fronts lying over the eastern Alps and prefrontal squall lines or meso-scale
convective systems approaching from the west as responsible synoptic configurations.

Due to barotropic instability (the magnitude of influence of baroclinic instability is
102 to 103 times smaller than the barotropic instability (Garratt , 1992) and is further ne-
glected) any infinitesimal perturbation of an initially laminar flow grows exponentially
in time resulting in a cascade of eddies from larger (comparable to the PBL height) to
molecular scales where the eddies are eventually dissipated by viscosity (cf. Figure 1.9).
Along this cascade (turbulent) kinetic energy is transmitted to smaller scales reducing
the mean flow velocity (averaged over a time-period larger than the periodic time of
the turbulent eddies). Due to this deceleration (wind shear) the impact of the Coriolis
force is reduced and the mean wind directions are turned (Ekman layer). Depending
on the PBL’s static stability, which is affected by the release (capture) of the heat
of phase transformation of water at the surface and within the PBL, the generation
of turbulent eddies is enhanced (unstable PBL), supporting convection, or suppressed
(stable PBL), decreasing the deviation of the near surface flow from the synoptic flow.

Within the inertial subrange (cf. Figure 1.9) the relationship between mean wind
speed and hight above ground is sufficiently described by the Monin–Obukhov Sim-
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ilarity Theory in homogeneous and flat terrain. However, observations have shown
the break down of this concept in complex terrain (e. g., Moraes et al., 2005). Due
to the terrain’s geometry additional inhomogeneities of the surface heat fluxes appear.
A drastic example pointing out the importance of the terrain’s influences are the re-
sults of Rotach et al. (2008): based observations of the surface energy fluxes on 15
radiation-days during August and October 1999 they have shown that in a narrow val-
ley, the Riviera Valley in southern Switzerland, the daily net radiation is on average
∼100 W/m2 (maximum 700 W/m2) smaller than the sum over sensible, latent, and
ground heat flux, and, therefore, the surface energy budget is not closed.

In the case of an increased static stability the damping-effect of molecular viscosity
gets more important and vortex shedding (e. g., Kármán Street) in the averaged flow
occurs. Stability also forces an air parcel to flow around an obstacle rather than to flow
over it. The flow-around-like pattern is also important for a valley when the incoming
flow is not aligned with the valley axis. Depending on the valley geometry, the direction
of the incoming flow, and the PBL’s stability the flow in the valley completely decouples
and is purely driven by the synoptic pressure gradient along the valley. This pressure-
driven channelling often occurs in long, straight, and well-defined valleys and has been
observed in the upper Rhine Valley and the valleys of the Swiss Middleland (Weber
and Kaufmann, 1998; Whiteman and Doran, 1993). In the case of short and narrow
valleys the synoptic flow is simply deflected into an along-valley direction (i. e., forced
channelling) (Whiteman and Doran, 1993).

The distinctive criterion between the flow-over and flow-around pattern is expressed
by the Froude number (Fr). If Fr is smaller than a critical value of 1 the flow-around
pattern is pronounced. If Fr is equal to 1 the flow runs through a point of bifurcation
and a flow-over pattern occurs accompanied by most intense gravity waves (the natural
wavelength of the air is in resonance with the size of the obstacle). In cases where Fr
is greater than 1 the flow velocity behind the obstacle becomes larger than the velocity
of the gravity wave (supercritical flow) and the gravity wave breaks down and induces
turbulence (Schär et al., 1998). If Fr becomes larger than ∼1.5 a cavity of reverse flow
occurs on the lee-side of the obstacle generating a persistent lee-circulation. E. g., Jiang
and Doyle (2004), who observed wave breaking for gravity waves (wavelengths 11 km
and 6 km to 8 km) via flight-level data of a scanning aerosol backscatter LIDAR (SABL)
over the central Alps (the Wildspitze, Austria) on the 21 October 1999, found a lee-
side downslope flow (maximum speed ∼22 m/s) suddenly transitioning into local wind
reversal. In addition, they found a reversal of the energy cascade transmitting energy
from smaller wavelengths to larger ones, indicating strong non-linearities during wave
breaking. Blocking of air layers beneath the gravity wave, critical layers with reversed
wind shear, and hydrolic jumps were found as well during the same observation period
(Smith et al., 2007). Numerical simulations have shown that a more structured terrain
promotes the breaking of gravity waves and their accompanying phenomena (Jiang and
Doyle, 2004). Moreover, analysis of natural air flows have shown that the criterion for
the flow around pattern depends on the curvature of the obstacle, i. e., the configuration
of the terrain. Flow-around has been observed for Fr up to 1.6 (Pielke, 2002).

Based on the constraint of mass-conservation a flow impinging a hill is accelerated.
Highest velocities occur close to the hill’s summit pronouncing a speed-up effect (i. e.,
difference between the wind speed at the summit and the wind speed of the incoming
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Figure 1.10: Schematic of the speed-up effect. An unperturbed flow with a vertical mean
profile of the horizontal wind speed (u0(∆z)), which is impinging a gentle hill,
is accelerated near the surface (by ∆u) with respect to the hill’s height (h) and
characteristic length (L). From Taylor et al. (1987).

unperturbed flow) which decreases in height above the obstacle (cf. Figure 1.10). With
respect to the PBL’s stability Weng (1997) found that a relative speed-up effect for the
horizontal wind speed at 8 m above ground is stronger pronounced (∼300 %) during
weakly stable conditions than during strongly stable conditions (∼200 %). Moreover,
Hewer (1998) found negative relative speed-up effects under stable conditions (deceler-
ations) up to −92 % in the submontane areas (downstream and upstream) indicating
flow separation. Similar speed-up effects occur in Alpine valleys due to constrictions
of the side-walls, i. e., gap-flows. Mayr et al. (2007) have investigated gap-flows in the
Wipp Valley (Austrian Alps) via Doppler LIDAR observations during a three-month
period in 1999. They found speed-up effects of 50 % to 100 % resulting in wind speeds
over more than 18 m/s. In the Wipp Valley gap-flows occur ∼70 days per year with
a seasonal variability: in winter the PBL is too stable and gap-flows are suppressed;
during summer the frontal activity is too less. Gap-flows most frequently occur during
spring and autumn with a weak diurnal cycle (preferring nighttime). Typically, gap-
flows reach a depths of ∼2500 m. However, they can grow deep enough to affect the
air up to or even beyond the tropopause (Mayr et al., 2007).

Inversions caused by radiative cooling, by synoptic and cumulus-induced subsidence
or by advection of warmer air results in stagnant air near the surface. In rare circum-
stances, a large wind shear within the inversion layer may induce internal gravity waves
and horizontal roll vortices (Pielke, 2002). Depending on cloudiness and stability of
the PBL weak thermal circulations appear beneath the inversion layer, which are de-
coupled from the synoptic flows, but influenced by the synoptic pressure gradient (i. e.,
“pressure channelling” (Weber and Kaufmann, 1998). Due to the shielding effect of the
Alps south and eastern areas are more affected by inversions. E. g., Lazar and Podesser
(1999) who summarised numerous investigations of the climate of Graz (an Austrian
city located close to the south-eastern part of the Eastern-Alps) and its surrounding
report an annual frequency of nighttime inversion up to 90 %, fog events for 100 to 110
days per year strongly influenced by the local topography, and an annual wind speed
of 1.3 m/s. Alpine valleys are often capped by inversion as well. However, the process
of inversion break up in narrow valleys differs from that in broad valleys or basins
leading to persistent inversions even during summer (more often in the southern Alps),
whereas stably stratified air is topping a shallow convective mixed PBL throughout the
day Rotach and Zardi (2007).
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Anthropogenic activities lead to numerous complex processes that can be related to
the built up of infrastructure and fluxes of energy and matter. The physical effect
of infrastructure relates to changes of landscape and alters surface energy and water
budgets most directly: e. g., rainwater is quickly removed and is not able to evaporate,
or sealed surfaces reduce the moisture availability. Due to changed surface fluxes a new
boundary layer, the urban boundary-layer (UBL) (Mills , 2007), is formed by the dry,
warm, and polluted air over rough urban surfaces. Since many of the air pollutants have
distinctive radiative effects the thermal properties of the UBL and radiative exchanges
with the surface are modified. In rare circumstances, the relative warmth of city surfaces
can induce thermal driven wind circulations (e. g., “inland sea breezes” (Garratt , 1992))
or prevent from the development of nocturnal inversion. In addition, fluxes of waste
heat, materials, and gases are emitted into the atmosphere significantly supporting
the formation of urban heat islands. While the exhaust of gases and aerosols can
partly easier be quantified, only a few attempts have been made to directly observe
the anthropogenic heat fluxes: Pigeon et al. (2007), as an example, suggest ∼70 W/m2

during winter and ∼15 W/m2 during summer for the downtown of Toulouse (France)
derived from surface energy balance measurements from February 2004 to March 2005.

1.2 Climate Change Effects on Near Surface Winds

Focussing on the Alpine region, climate changes of near surface winds can hardly be
detected by analysing wind observations. Due to the strong topographic influences on
the PBL (cf. Section 1.1.3) and due to numerous sources of inhomogeneities of wind
observations (e. g., changes of the measuring instrument and its site, changes of the
surrounding landscape) long-term trends from observed near surface winds are often
excluded from actual climate change studies (Trenberth et al., 2007). More often,
changes of climate phenomena and climate variables affecting near surface flows are
considered. However, Walter et al. (2006) report not significant trends for wind speed
in Germany (−0.05 m/s; period 1951 to 2001), which change signs and intensify on
shorter time scales, i. e., 0.11 m/s for 1961 to 2001, 0.25 m/s for 1971 to 2001, 0.39 m/s
for 1981 to 2001, and 0.55 m/s for 1991 to 2001.

The main climate change mechanisms responsible for changes of near surface flows
arise from changes of the PBL. Since the PBL is the interfacing layer between the at-
mosphere and the earth’s surface, changes of the PBL are determined by the interplay
between changes in large-scale phenomena (atmospheric circulation, synoptic phenom-
ena) and changes in surface conditions, radiation, and surface heat fluxes which are
in turn depending on larger-scale phenomena (e. g., precipitation, snow cover, cloudi-
ness, etc.) and on anthropogenic activities (e. g., change of landscape, fluxes of energy,
aerosols, and gases). Since the phenomena on their wide range of time and length
scales are interacting with each other via a chain of interdependency (cf. Section 1.1),
the impacts on single phenomena are partly amplifying and partly compensating the
effects of climate change.

Numerous observation-based studies (cf. Section 1.1) have shown that changes of the
climate in the Alpine region as a result from changes in atmospheric circulation and
synoptic phenomena are highly correlated to changes of the NAO. The NAO “[...] is
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without question one of the major controlling factors on regional climate in the Alps
[...]” (Beniston and Jungo, 2002). An observed shift of weather patters since the 1960s
enforcing southerly flow configurations during autumn and spring (associated with the
lee cyclo-genesis) is correlated with an intensified NAO (Schär et al., 1998). Convec-
tive patterns during winter doubled their events from the 1980s to the 1990s while the
events of advective patterns where quartered (Beniston and Jungo, 2002). Moreover,
Beniston and Jungo (2002) and Giorgi et al. (1997) found that the climate effect of
the NAO’s variability is stronger pronounced at higher terrain elevations: the processes
associated with a strong NAO are increased pressure fields accompanied by compres-
sional warming leading to positive temperature anomalies and a reductions of moisture
and precipitation in higher regions. In addition, cloud amount and duration are de-
creased by a blocking effect of the high pressures fields increasing the sunshine duration
and the diurnal warming. Giorgi et al. (1997) who analysed temperature records of
36 surface stations in Switzerland (period 1960 to 1994) found a distinctive positive
correlation between terrain elevation and the differences of seasonal mean temperatures
during winter between phases of a strong and a weak NAO (the anomaly increased from
∼0.8 K at 800 m to ∼2.6 K at 2800 m). However, changes in atmospheric circulations
summarised by Trenberth et al. (2007) do not show definite significant trends: the NAO
reached its maximum during the last 40 years by a drastic increase during the 1960s
and is now decreasing to its long-term mean (cf. Figure 1.11). Although there has been
considerable work on decadal and longer-term variability of the ENSO, it is still a re-
search question of great importance whether the observed changes of the ENSO are
physically linked to global climate change. In the lack of observational data or their
substantial uncertainties conclusions about long-term behaviour of the QBO can not be
drawn so far. Analysis of blocking events of the westerly winds (period 1948 to 2002)
do not show significant long-term trends of the blocking intensity, however, significant
decreases in number of events and duration have been found. Additionally, cyclone
activity has changed over the last 40 years: significant decrease in mid-latitude cyclone
activity and an increase in high-latitude frequency have been observed. Moreover, the
storm tracks were shifted pole-wards with increasing storm intensities, but with a de-
creasing total number of occurrence and Matulla and von Storch (2008), who analysed
ground-based pressure data, did not find any significant trend in storminess since the
late 19th century over the Atlantic-European sector and Central Europe. However, on
the small scale, Bissoli and J. Grieser (2007) found higher frequencies of tornadoes in
Germany in the years 1998 to 2003 (e. g., in 2003 40 tornadoes have been observed)
compared to the period 1950 to 2003, but no shifts of the seasonal cycle and in the
intensity distribution.

In accordance to the behaviour of the NAO, which influences the Alpine lee cyclo-
genesis, the number of Mediterranean cyclones during October to March between 1979
and 1996 does not exhibit a significant trend Trigo et al. (2000). However, evidence
for a strong correlation between the NAO and the cyclo-genesis cannot be drawn, since
the cyclo-genesis mostly occurs during summer Trigo et al. (2002), when the NAO is
weakest pronounced.

Auer et al. (2007), who homogenised long-term time series of numerous climate vari-
ables, found significant changes for air pressure, temperature, precipitation, duration
of sunshine, and cloudiness during the 20th century: the Alpine region as a hole has
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Figure 1.11: Normalised index of the North Atlantic Oscillation (NAO-index) during winter
(December to March) from 1864 to 2005. The NAO-index is defined as the
difference of the normalised (units of standard deviation) sea level pressure be-
tween Lisbon (Portugal) and Stykkisholmur/Reykjavik (Iceland). The average
winter sea level pressure data at each station are normalised by dividing each
seasonal anomaly by the long-term (1864 to 1983) standard deviation. The
smooth black curves shows decadal variations. The individual bar corresponds
to the January of the winter season. From Trenberth et al. (2007).

warmed twice as much as the northern hemispheric average since the late 19th century.
Since 1950 temperature and air pressure during winter increased more in high regions
(≥1500 m above sea level) (2.3 K; 5.8 hPa) than in the low regions (1.6 K; 4.7 hPa).
The annual relative humidity decreased in the low regions while it remained on its level
in high ones (cf. Figure 1.12). Among non-significant trends, Auer et al. (2007) found
significant (level of significance ≥0.9) regional- and seasonal-depending trends: winter
precipitation increased in the north-west quarter of the Alpine region (24 %) during
the 20th century but decreased in low regions (−27.3 %) between 1975 and 2000. In
summer, the sunshine duration increased more in high regions (15.5 %) than in the low
ones (9.8 %) between 1975 and 2000; during winter this ratio is inverted (16.8 % in the
high regions and 26.3 % in the low ones). These trends have to be seen in context to
the shifts in weather patterns as described by Beniston and Jungo (2002) and Giorgi
et al. (1997).

In addition to the undetermined behaviour of large-scale phenomena and anthro-
pogenic activity, no distinctive trend for near surface wind can be drawn from the ob-
served behaviour of numerous proxy variables. On one hand, the increased temperature
and sunshine duration encourage the amount of available energy at the surface which
induces additional turbulent fluxes of heat and moisture (Garratt , 1992). This could
destabilise the PBL and favour flow phenomena related to weak stability (e. g., flow-
over regimes, gravity waves and their breaking, speed-up effect, gap-flows, convection,
thermal-driven circulations like Alpine pumping and mountain-valley circulations, tor-
nadoes, etc.). On the other hand, assuming a hydrostatic atmosphere one could argue
for an increased stability of the PBL on a regional scale due to the stronger temperature
trend at higher levels which would suppress turbulence, reduce the effects of barotropic
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(a) (b)

Figure 1.12: Observed elevation-depending climate changes in the Alpine region. (a) Tem-
perature and (b) relative humidity anomalies since 1850. Black, average over
observation stations from the northwest and northeast quarter of the Alpine re-
gion at low elevations (<1500 m above sea level); gray, average over stations at
high elevations (≥1500 m above sea level). Values are 10-year low-pass filtered
anomalies to averages from 1901 to 2000 period. From Auer et al. (2007).

instability, and favour flow-around regimes. Since opposing effects appear from one
source, a distinctive observation-based trend for near surface wind in the Alpine region
is not derivable in neither case.

1.3 A Survey of Modern Climate Simulations

In order to approximate the behaviour of the climate system and to quantify its pos-
sible evolutions under changing conditions, mathematical models based on the climate
variables (cf. Section 1.1) have increasingly been developed and applied during the last
decades. One of the most comprehensive techniques, the dynamic modelling approach,
is coined by Numerical Weather Prediction (NWP) and relays on solving the mathemat-
ical equations of the physical laws governing the atmosphere, hydrosphere, cryosphere,
and other climate components and their interactions via discretising the climate system
on a grid. It is a general goal of modern climate modelling and NWP to reduce the
size of grid spacing (i. e., to increase the resolution) (Yarnal et al., 2001). However, due
to the broad spectrum of time and length scales of climate phenomena and the limita-
tions of available computational resources a model’s applicability is generally bounded
to the scales of those phenomena the model is capable to describe. A more detailed
description of modelling approaches for near surface wind and their errors can be found
in Section 2.1.

On the global scale, results from 23 coupled Atmosphere-Ocean General Circula-
tion Models (AOGCMs) (∼200 km grid spacing), which are dynamic models capable
to describe large-scale phenomena, have contributed the 4th IPCC Assessment Report
(Solomon et al., 2007) to estimate the behaviour of the climate system with respect
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(a)

(b)

Figure 1.13: Simulated climate change effects on different scales. (a) Global multi-model
averages of surface warming (relative to period 1980 to 1999) and assessed
ranges for different scenarios (solid lines); shading denotes the ±1 standard
deviation range of individual model annual averages; grey bars at right indi-
cate the best estimate (solid line) and the likely range. From Solomon et al.

(2007). (b) Changes of annual mean sea level pressure (∆SLP) and wind speed
(∆Wind) (10 m above ground level) from the period 1961 to 1990 to the period
2071 to 2100. The results are based on the scenario A2 and were produced
by one RCM (Rossby Centre regional Atmosphere-Ocean model; RCAO) using
boundary conditions from two GCM: ECHAM4/OPYC3 (top) and HadAM3H
(bottom). From Rummukainen et al. (2004) redrawn by Christensen et al.

(2007).
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to numerous future scenarios of greenhouse gases, aerosols, and land cover. These
scenarios, e. g., B1, A1T, B2, A1B, A2, and A1FI, refer to the IPCC Special Re-
port on Emission Scenarios (SRES) (Nakicenovic et al., 2000) and can be illustratively
marked by their approximated carbon dioxide equivalent concentrations at the end of
2100 of about 600, 700, 800, 850, 1250, and 1550 ppm respectively. Analysis of the
models’ outputs show scenario-depending increases of the global mean surface temper-
atures (cf. Figure 1.13a) which are consistent throughout the models. In addition, Yin
(2005) found a consistent expansion of the Hadley Circulation together with a pole-ward
shift of the mid-latitude storm tracks by the end of the 21st century in 15 AOGCMs.
However, trends of synoptic activities are more model- than scenario-depending, e. g.,
McHugh and Rogers (2005) found seven out of ten AOGCMs showing an increasing
NAO (periods 2070 to 2099 vs. 1961 to 1990). Focussing on Europe, Pinto et al.
(2007) found in agreement with other studies, e. g., Leckebusch and Ulbrich (2004),
significant changes in the mid-tropospheric storm tracks in the scenarios A1B, A2, and
B1 simulated with one AOGCM (1.875◦ × 1.875◦ grid): increasing storm track density
of extreme cyclones for several regions of Western Europe, reduction of track density
in the Mediterranean region, and a general reduction of the number of cyclones by
the end of the 21st century. However, the linkage between cyclone intensities and high
near surface wind speeds is highly sensitive against the sample of simulations. Miller
et al. (2006) found consistent changes throughout 14 AOGCMs for the mean sea level
pressure (MSLP) of the winter half-year between early 20th and late 21st century: they
show decreases over the poles and increases over the mid-latitudes, associated with the
pole-ward shift of the storm tracks in both hemispheres (in agreement with the findings
of Yin (2005)) and a strengthening of the westerly mean flow in upper levels.

To provide information about climate change on regional scales the results of the
global models have further been downscaled via Regional Climate Models (RCMs),
which are dynamical models similar to the AOGCMs, or via empirical/statistical meth-
ods based on empirical/statistical relationships between large-scale phenomena and lo-
cal observations. Note that every further downscaling step refines the AOGCMs’ results
but also has its own shortcomings. This might be of great importance, especially in
cases when climate changes are weakly pronounced: e. g., Pryor et al. (2005a) found
slight increases of the annual mean wind speed over Northern Europe (periods 2071 to
2100 vs. 1961 to 1990; scenario A2) with a RCM (0.44◦ × 0.44◦ grid), but found de-
creases when using empirical/statistical methods (Pryor et al., 2005b). To find robust
results multi-model and multi-scenario simulations have been conducted and analysed.
The following key-findings affecting near surface wind on regional scales, as they are
listed in Christensen et al. (2007) and complemented by additional authors, can be
summarised:

• The change in the large-scale atmospheric circulation is identified as a key factor
considering average and extreme wind speeds.

• Changes in time-averaged gradients of the MSLP over Europe are depending on
the used AOGCMs.

• Simulations with an increased north-south MSLP gradient across northern Europe
tend to indicate stronger winds in northern Europe and a northward shift in
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cyclone activity, which reduces the windiness in the Mediterranean area.

• Several studies have suggested a decrease in the total number of cyclones in the
Mediterranean Sea, but in accordance to the driving AOGCM no agreement has
been found on whether the number of intense cyclones will increase or decrease.

• Realistic frequencies of high wind speeds were only found in RCMs using a wind
gust parametrisation (Rockel and Woth, 2007).

• In the Alpine region decreases of the annual wind speed between 0 % and −5 %
are projected (2071 to 2100 vs. 1961 to 1990) depending on the used climate
model (cf. Figure 1.13b) (Rummukainen et al., 2004).

Focussing on single studies in the Alpine region, divergent climate changes are derived
based on the AOGCMs’ disagreements: Räisänen et al. (2004) obtained changes of the
mean annual wind speed between ±4 % (periods 2071 to 2100 vs. 1961 to 1990)
on a 50 km grid when driving a RCM by outputs of two AOGCMs (1.875◦ × 1.25◦

and 2.8◦ × 2.8◦ grid spacing) forced by the scenarios A2 and B2. Rockel and Woth
(2007), who analysed extreme wind speeds via an ensemble of eight RCMs driven by
one AOGCM (1.875◦ × 1.25◦ grid spacing; scenario A2) on the same 50 km grid and
the same simulation periods, only found significant changes of the 99-percentile of daily
mean wind speed in November (−0.2 m/s). Walter et al. (2006) used three RCMs to
downscale results from an AOGCM (2.8◦ × 2.8◦ grid spacing; scenario B2; periods 2070
to 2099 vs. 1960 to 1989) onto a 18 km grid over Europe and found reductions of the
annual wind speed up to −0.3 m/s and changes of the monthly wind speed in February
and May up to 0.3 m/s and −0.7 m/s, respectively.
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Near surface air flows are partly determined by synoptic weather phenomena and
their variability and partly by interactions between the earth’s surface and the at-
mosphere throughout the PBL. In regions with complex topography local near surface
flows increasingly decouple from synoptic flows with respect to static and dynamic
instabilities, kinematic terrain effects, inversion layers, and anthropogenic activities
(cf. Section 1.1.3). In order to generate spatial distributed wind climatologies (i. e.,
maps of statistic measures of wind speed and wind direction) numeric modelling ap-
proaches are trying to capture both, synoptic flows and the decoupling processes. In
general, these approaches are based on observation data, especially when most reliable
results for simulating the current climate have to be achieved. In the field of climate
change research, the requirements are different: first, the focus rather lays on deriv-
ing the climate change effect (i. e., the climate change signal) than on generating a
climatology for a given climate state and second, observational data are not available.

In the following sub-section, modelling approaches commonly applied in the Alpine
region are briefly described and their advantages and shortcomings are discussed. In
Section 2.2 a hybrid modelling approach, which is designed to generate highly resolved
gridded wind climatologies without the ingestion of observation data, the “dynamic-
diagnostic downscaling method”, is introduced. The investigation of different variants
of this method and their performances in differently complex terrain forms the main
part of this study.

2.1 Modelling Approaches in Complex Terrain and

Their Performance

In general, fluids can be described by equations derived from a set of conservation
principals. The conservation of mass gives the mass continuity equation (2.1) in terms
of the fluid’s density (ρ) and the flow-velocity (~v). The conservation of momentum
gives the momentum equation (known as Navier-Stokes equations) (2.2) with respect
to pressure (p), kinematic viscosity (ν), and body forces (~F ) (i. e., Coriolis force and
gravity). Finally, the conservation of heat gives the thermodynamic equations (2.3)
in terms of the internal energy (I) and a source-sink term (Q̇) for diabatic heating
(phase transformation of water and other components, exothermic chemical reactions),
radiative fluxes, and diffusion (dissipation of kinetic energy via molecular motion). If
the fluid is loaded with moisture and aerosols, the conservation of water and other
gaseous matter are considered by budget equations (2.4) based on the mass-mixing-
ratio (qn) of each component (n) and their sources and sinks ( ˙Sqn). All together, they
form a set of coupled non-linear Partial Differential Equations (PDEs).
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∂ρ

∂t
+∇· (ρ~v) = 0 (2.1)

∂~v

∂t
+ (~v· ∇)~v = −∇p

ρ
+ ν∇2~v + ~F (2.2)

∂I

∂t
+ ~v· ∇I +

p

ρ
∇·~v = Q̇ (2.3)

∂qn
∂t

+ ~v· ∇qn = ˙Sqn (2.4)

Following Ratto et al. (1994) different model designs can be distinguished according
to the physical principles considered and the simplifications made to solve these PDEs.
The models can be roughly divided into two general categories: a) dynamic (or prog-
nostic, predictive, primitive equation) models and b) diagnostic (or kinematic) models.
If dynamic models are driven by data fields with a coarser resolution the process of
simulating is called dynamical downscaling (Yarnal et al., 2001). As a consequence,
the application of diagnostic models on coarser resolved data fields henceforth is called
diagnostic downscaling. In addition, c) statistic and physical methods and mixed forms
can be found in literature.

2.1.1 Dynamic Models

Dynamic models are the most sophisticated and computationally most expensive meth-
ods. They attempt to solve equations (2.1)–(2.4) for a moist and viscous air via ad-
vanced numeric methods. Based on assumptions to simplify the governing equations,
the models can be further sub-divided. One of the fundamental simplifications is the
hydrostatic assumption. Thereby, the magnitude of the vertical acceleration (|dw/dt|)
is assumed to be much less than the magnitude of the vertical pressure gradient force
(|(1/ρ)· ∂p/∂z|). This leads to the hydrostatic equation

∂p

∂z
= −ρg (2.5)

which can be derived from the vertical component of (2.2). Whether this assumption
is valid or not the models are divided into hydrostatic and non-hydrostatic models,
respectively. Unfortunately, however, there is no strong criterion to judge the validity
of the hydrostatic assumption, it depends on the meteorological phenomena to be
investigated. Pielke (2002) concludes from the work of numerous authors that the lower
the velocity, the larger the spatial scale, and the higher the hydrostatic stability of the
atmosphere the more the hydrostatic assumption is fulfilled. Based on the analysis
of internal gravity waves he furthermore summarises that hydrostatic models are only
valid for phenomena on horizontal scales larger than 10 km, which implies that surface
variations (i. e., mountains) must have horizontal scales of at least 25 km.

The basic numeric concepts to solve equations (2.1)–(2.4) is to discretise any de-
pending variable (ϕ) of this equations on a grid in space and time. Depending on
the model’s application different coordinate systems and discretisation techniques are
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used. Global models, like the AOGCMs (cf. Section 1.3) or global atmospheric models
in NWP, are mostly based on spherical coordinates expanding any depending variable
ϕ in terms of a truncated series of spherical harmonics. Thus, the resolution of the
discretisation depends on the truncation of the series. In modern AOGCMs the series is
truncated at the 104th term (leading to grid cell sizes of about 80 km × 120 km in real
space), in NWP the resolutions are much higher: e. g., the atmospheric model of the
operational forecast system at the European Centre for Medium-Range Weather Fore-
casts (ECMWF) uses 799 terms (∼25 km grid cells in real space). Higher resolutions
may be achieved by Local (or Limited) Area Models (LAMs) or RCMs (cf. Section 1.3),
which are applied on geographically limited areas. Thereby, the earth’s curvature does
not directly affect the coordinate system, and therefore, it is more convenient to use
discretisation schemes based on finite differences or finite volumina than on spherical
harmonics. To conduct simulations with LAMs or RCMs, lateral boundary conditions
(LBCs) throughout the simulation period have to be provided. Usually, these condi-
tions are generated from other models (e. g., AOGCMs) or global observation-based
data (re-analysis data).

In order to discretise the time variable (t) explicit schemes (e. g., the leapfrog scheme)
are broadly used. However, technical limitations arise from the “Courant-Friedrichs-
Levi” (CFL) criterion which couples the time step with the grid space for numerical
stability. In contrast, implicit schemes are unconditionally stable (e. g., the Crank-
Nicolson scheme), but they lead to huge equation systems whereas every (space and
time) grid cell of the entire simulation period represents one unknown member. In
up-to-date models both types of schemes can be found to increase the efficiency: e. g.,
in the case vertically propagating sound waves are implicitely treated, a bisection of
the horizontal grid spacing requires a bisection of the time step and therefore the
computational demand is eightfold, if the simulation area stays the same.

A further concept is to average the relations of conservations. Any depending variable
(ϕ) of the discretised PDEs is separated into its grid-volume average (ϕ) and its sub-
grid-scale perturbation (ϕ′):

ϕ = ϕ+ ϕ′. (2.6)

It is convenient to assume that ϕ varies much slower in time and space than ϕ′.
The same concept is valid in the description of turbulence, where ϕ is known as en-
semble mean and ϕ′ is the turbulent perturbation of ϕ (Pielke, 2002). Inserting this
scale separation into equations (2.1)–(2.4), time- and volume-averaging them over the
dicretisation steps, and following the Raynolds assumption (i. e., ϕ′ = 0) separates an
averaged part (describing the average behaviour of the system) from a perturbation
part, which allows for capturing the sub-grid-scale (or turbulent) fluxes. For example,
if ~v consists of the components u, v, and w the fluxes w′u′ and w′v′ remain in (2.2).
This allows to simulate sub-grid-scale turbulence, if the turbulent fluxes are expressed
(i. e., parameterised) in terms of given quantities. According to the different types and
layers of the PBL (cf. Section 1.1) different parameterisations are used. Differences also
arise from the complexity of the mathematical formulae. One of the most commonly
used parameterisations is the simple first order closure scheme. Here, the turbulent
fluxes are derived from an exchange coefficient (Km) and the vertical gradient of the
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average value (2.7):

w′u′ = −Km
∂u

∂z
w′v′ = −Km

∂v

∂z
. (2.7)

If V is the magnitude of the horizontal grid-volume averaged flow velocity (V =√
u2 + v2), then equation (2.7) can be written as

Km
∂V

∂z
= u2

∗
, (2.8)

where u2
∗

is known as the friction velocity (Pielke, 2002). Similar relations can also
be found for other quantities with a characteristic vertical profile, e. g., for the potential
temperature (θ):

w′θ′ = −Kθ
∂θ

∂z
= −u∗θ∗ , (2.9)

where θ∗ is known as the flux temperature (Pielke, 2002).
Within the surface layer, these approaches (known as “K-Theory”) are consistent

with the Monin-Obukhov Similarity Theory. In closure schemes of higher order (in-
cluding higher-order-correlation terms) additional prognostic equations, describing the
turbulent fluxes, appear. However, although theoretically more satisfying, compari-
son studies have shown that well tuned first-order schemes provide an economic and
realistic alternative to higher-order schemes (Pielke, 2002).

The source-sink terms (Q̇ and ˙Sqn) are parameterised in a different way: instead of
closure schemes sophisticated hydrological, chemical, and radiation models are applied.
Additionally, to capture biophysical, biogeochemical, and biogeographic (i. e., changes
of land cover) influences of vegetation with respect to Q̇ and ˙Sqn at the surface so-
called soil-vegetation-atmosphere transfer (SVAT) schemes, which are able to simulate
exchanges of energy and moisture between the atmosphere and soil, are implemented
in most advanced dynamic models. Nevertheless, parameterisations do not necessarily
have to actually simulate the physical processes they are representing in order to be
realistic representations of these processes. In fact, “[...] if the quantitative accuracy of
a parameterisation is not sacrificed, then it is desirable to make the parameterisation
as computationally simple as possible [...]” (Pielke, 2002).

In general, dynamic models are capable to simulate synoptic processes as well as
interactions between the earth’s surface and the atmosphere. However, due to the
complexity of the governing equations a discretisation error is induced with respect to
the size of the grid spacing. Other errors appear from climate phenomena on scales
which are not resolved by the grid and which can only partly be captured by sub-grid-
scale parameterisations. In addition, because of the concept of averaging (see above)
the surface altitude of each grid cell has to be calculated as an area-mean of the real
altitudes covered by that grid cell. This leads to a smoothed representation of the orog-
raphy and important climate phenomena may not be captured well enough: e. g., the
flow-over regime is strongly favoured (Schär et al., 1998), which has major impacts on
spatial distributions of any climate variable. However, simply increasing the resolution
only partly reduces terrain-induced errors, because the parameterisation schemes con-
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Figure 2.1: Schematic of a mean wind profile (solid line) above and within a dense ground
cover. The dashed line represents the expected wind profile if the zero-plane

displacement (D) is equal to zero. Below D plus the surface roughness length
(z0) the mean horizontal wind speed (V ) exponentially decays. From Pielke

(2002).

ceptually break-drown when the grid spacing gets too small. Frequent simplifications
in the parameterisation schemes inducing considerable errors at small grid spacing are
the Monin-Obukhov Theory (cf. Section 1.1.3), the negligence of a vertical displacement
of the logarithmic profiles when the ground is covered by high obstacles (e. g., trees or
buildings) (cf. Figure 2.1, the negligence of shading effects in mountainous regions, the
limitation for radiative fluxes to propagate only in vertical direction, the negligence of
angular back-scattering of radiation in valleys, improper representation of the PBL in
mountainous regions (cf. Figure 2.2), improper representation of IBLs (Pielke, 2002),
the negligence of horizontal energy transport and locally unclosed surface energy bud-
gets (Rotach et al., 2008; Zängl et al., 2004), etc.

Additional limitations may arise from the initialisation fields and lateral boundary
conditions. For instance, the time step and grid sizes of the boundary conditions have
to be small enough to capture the large-scale phenomena which the model is expected
to simulate. Similarly, the initialisation fields have to be realistic representations of
its variables on the model grid, especially the variables of the soil: Chen and Dudhia
(2001) have shown that in short-term simulations uncertainties of soil moisture smaller
than current accuracy on continental scales (i. e., 10 %) in the initialisation fields lead
to significant uncertainties of the surface latent and sensible heat fluxes (∼30 W/m),
which have significant impact on any PBL process, especially if the process triggers
other processes. On the other hand, deep soil moisture plays an important role in long-
term simulations: due to slow hydrological processes anomalies of moisture are lasting
in the soil on seasonal and annual time-scales. This may lead to divergent model results
in the case of improper initialisation fields (Seneviratne et al., 2006).

Observation data (time series) can be ingested via simple nudging methods, where
deviations between modelled and observed values are damped exponentially with re-
spect to the distances of the grid cells from the locations of the observations, or in more
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(a) (b) (c)

Figure 2.2: Schematic representation of the PBL in (a) a low-resolution numerical model,
(b) a high-resolution numerical model, and (c) the PBL as it is found in different
boundary-layer studies. From Rotach and Zardi (2007).

physically consistent ways, like three- (or four-) dimensional variational data assimila-
tion algorithms (3DVAR, 4DVAR), where initial and lateral boundary conditions are
modified until the model errors reach a minimum. Dynamic models may also be driven
without any observation data, making them interesting for climate change research.

Because of the high demand of computational resources simulations with dynamic
models covering the Alpine region are restricted either to resolutions at the meso-scale
or to short-term periods lasting over a couple of days. A study from the former is
reported by Walter et al. (2006). They conducted simulations of the period 1979–1993
with 4 RCMs without ingestion of observations on an approximately 18 km × 18 km grid
over Germany via lateral boundary conditions from a global re-analysis dataset. Com-
parisons with observations have shown overestimations of all models between 1.0 m/s
and 1.5 m/s in the relatively flat southern Germany and underestimations between
−0.5 m/s and −2.5 m/s for single grid cells in the German Alps. They relate these
model errors to a smoothed representation of the terrain, to improper model repre-
sentations of the surface roughness, and to observation errors. Studies of short-term
simulations report the successful simulation of flow-phenomena on local scale on very
highly resolved grids (grid spacing ≤1 km): e. g., Zängl (2004) found slight overes-
timations of the daytime up-valley flow and biases of the maximum wind speed for
the nighttime drainage flow ranging between -3.0 m/s and 1.0 m/s in the Inn Valley,
Austria; and in the Alpine Rhine Valley, Liechtenstein and Austria, Zängl and Vogt
(2006) found overestimations of the daytime up-valley flow (2.0 m/s) and the nighttime
drainage flow (4.0 m/s) at ∼165 m above ground level. Model errors near the surface in
a range of approximately ±5.0 m/s are reported by Zängl et al. (2004), when simulating
a strong south föhn event in the Wipp Valley, Austria. Chow et al. (2006) conducted
valley-wind circulation simulations in the Riviera Valley, Switzerland, on 350 m and
150 m grids and found biases between −1.0 m/s and 0.8 m/s for wind speeds and biases
between −35.◦ and 12.0◦ for wind directions.

To reduce the computational demand and to realise simulations of long periods
(decades), dynamic models have been combined with statistical methods since the
late 1990ies. The basic concept of this statistical-dynamical approach relies on ap-
plying the dynamic model only on a few, short-term lasting, characteristic classes of
large-scale phenomena (i. e., weather types) instead of the hole simulation period and
to reconstruct the entire period from those dynamically modelled classes with respect
to their statistical appearance in the original period. Although this method drastically
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reduces the demand of computational resources it has at least two conceptual weak-
nesses: firstly, Weber and Furger (2001); Weber and Kaufmann (1998) have shown from
observations that there is no clear assignment between near surface flow and definite
weather types in the Alpine region (even on regional scales, cf. Section 1.1.2) and sec-
ondly, the model’s results are questionable because of its sensitivity against errors from
misleading initialisation fields (especially for soil moisture, see above). Nevertheless,
the statistical-dynamical approach has been applied with considerable success: Fuentes
and Heimann (2000) and Heimann (2001) achieved uncertainties of the annual wind
speed (period: 1981–1992) of ∼20 % in the Alpine region and on the eastern Adriatic
coast on a 20 km grid and Mengelkamp (1999) found a remaining model error of -4 %
in a moderate complex terrain in Middle-Germany on a highly resolved grid (1 km grid
spacing) based on 143 weather-classes for the period 1981–1992.

2.1.2 Diagnostic Models

Diagnostic models are basically designed to simulate topographically influenced air
flows in geographically small areas, mostly limited to PBLs under neutral and sta-
ble conditions. They omit any time derivative in the continuity (2.1) and momentum
equation (2.2) and, as a consequence, the simulation results represent divergence-free
steady-state flows. Any dynamic process, like flow splitting, grid resolved turbulence
(e. g., vortex shedding), thermal induced circulations, etc. cannot be expected to be
found in those models. Furthermore, thermodynamic effects based on diabatic heating
(phase transformation of water, exothermic chemical reactions, and anthropogenic ac-
tivities) as well as radiative fluxes and diffusion do not affect the simulated flow (the
equations (2.3) and (2.4) are neglected). However, up-to-date diagnostic models are
equipped with empiric parameterisations to handle some of those effects in a simplified
manner.

The general approach consists of an initialisation step and an adjustment step. Dur-
ing the former, the models are initialised with an “initial” or “first guess” wind field (~v0)
which is usually generated from observation data taking into account the PBLs strati-
fication based on Monin-Obukhov Theory. During the latter step, ~v0 is modified by a
perturbation wind field (~v′) which represents a topographically induced perturbation
of ~v0 and which is assumed to be derivable from the perturbation velocity potential (φ)
(cf. equation (2.10)). Afterwards, the “adjusted”, “final” or “reconstructed” wind field (~v)
is calculated from ~v0 and ~v′ and automatically satisfies the conservations of momentum
and/or mass due to the potential-flow concept.

~v′ = ∇φ (2.10)

Following Ratto et al. (1994), diagnostic models can be further subdivided into two
groups: a) models based on the analytic solution for the linearised friction-free terrain-
induced speed-up effect (cf. Figure 1.10) of a 2-dimensional flow over an idealised hill
under neutral condition from Jackson and Hunt (1975) (further referred to as JH-
theory) and b) kinematic or mass-consistent models purely based on the constraints of
mass conservation (2.1). In models of group a) the flow perturbation ~v′ in the friction-
free case is analytically derived from (2.10) in terms of Fourier and/or Bessel series
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spectral space. Within the PBL’s surface layer, ~v′ is modified to take account for the
influences of friction according to the logarithmic wind profile. Beljaars et al. (1987)
and Troen and de Baas (1986) included the momentum equation to apply the spectral
approach on 3-dimensional grids with Cartesian coordinate systems and utilised the
K-theory to calculate the wind shear. Newer developments are taking account for
non-linear terms of the speed-up effect (Xu and Taylor , 1994) and utilised Monin-
Obukhov Theory for stable stratification (Weng et al., 1997). The models of group a)
are conceptually restricted to certain PBL-conditions (neutral and stable stratification)
and provide realistic results for hills with a height up to ∼200 m and slopes up to
∼20◦ (Beljaars et al., 1987; Dobesch and Kury , 2006; Taylor et al., 1987). Due to the
model’s simplifications, the simulation results crucially depend on the quality of the
initial wind field (~v0) and the complexity of the terrain: Berge et al. (2006) had to
reduce the distances between the observation stations (five anemometers on up to 50 m
high masts with up to four years of operation time) from 45 km to less than 3 km in a
mountainous and coastal region in Norway in order to reduce the uncertainties of the
annual wind speed from ∼25 % to less than 6 %. On the other hand, the demand of
computational resources is very low. The models are designed to run on conventional
desktop PCs and therefore, they are widely used even in complex terrain outside the
model’s range of applicability (e. g., mountainous areas in the Alpine region).

Models of group b) rely on the continuity equation (2.1), which reduces to its incom-
pressible form

∇~v = 0, (2.11)

if the air density (ρ) is assumed to be constant. Furthermore, it is assumed that
the flow perturbation ~v′ is minimal. This leads to a least-square problem which can be
solved by minimising the Lagrangian functional

E(~v, φ) =

∫

V

[(α2
u, α

2
v, α

2
w) · (~v − ~v0)

2 + φ∇~v]dV (2.12)

throughout the 3-dimensional model volume (V ). Here, the perturbation velocity
potential (φ) appears as the Lagrangian multiplier and αu, αv, and αw are the Gaussian
moduli (Dobesch and Kury , 2006; Ratto et al., 1994). The flow perturbation ~v′ is
derivable from its potential via the Euler-Lagrange equations and is given by

~v′ = (
1

2α2
u

,
1

2α2
v

,
1

2α2
w

)∇φ. (2.13)

Note, if α2
u = α2

v = α2
w = 1 equation (2.13) is equal to (2.10). But in general

α2
u = α2

v = α2
1 6= 1 and α2

w = α2
2 6= 1, which are the weights of the horizontal and

vertical adjustments of the velocity components and offer the possibility to take account
for the PBL’s stability, especially to distinguish between flow-over and flow-around
regimes based on the Froude-number (cf. Section 1.1.3 and Figure 1.6) (Ratto et al.,
1994). However, to obtain more realistic solutions under nocturnal stable conditions,
horizontal and vertical variations of α2

1/α
2
2 should be taken into account (Venkatesan

et al., 1997).
Ratto et al. (1994) point out that, apart from a few models which eliminate φ from
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(2.13) and obtain a set of uncoupled second-order PDEs for the wind components, most
of the mass-consistent models solve a Poisson equation for the perturbation potential
which can be derived from (2.13) and (2.11):

(1, 1,
α2
1

α2
2

)∆φ = −2α2
1∇~v0. (2.14)

Depending on the selected coordinate system different numerical methods can be
found to solve this Poisson equation: in addition to Over-Relaxation and finite Fourier
transformation methods summarised in Ratto et al. (1994), preconditioned Conju-
gate Gradient algorithms and Finite Element methods with adaptive grids for terrain-
following coordinates are reported from numerous authors (e. g., Montero et al., 1998;
Montero and Sanín, 2001).

Similar to the JH-theory-based models, the simulation results are highly sensitive
to the initial wind field (~v0): Gross (1996), who analysed the applicability of mass-
consistent models in the moderate complex terrain of the Upper Rhine Valley via
artificially derived observation data from dynamic simulations, showed that between
50 and 100 observation sites per simulation area (∼25 km × 25 km) have to be used
in order to obtain realistic flow patterns, if the model is purely driven by observation
data. Evaluations of mass-consistent models based on short-term (1–2 days) simulations
yielded relative biases of the wind speed for two models between -20 % and 28 % in
the Alpine region (500 m grid spacing) (Desiato et al., 1998). In a less complex terrain
Cox et al. (2005) found mean absolute errors for three models of ∼1.4 m/s on 1 km
grids (∼5.8 km average distance between the observation sites).

Due to the numeric methods the demand of computational resources is generally
higher compared to the JH-theory-based models. To reduce this demand in the case of
climatological studies the models are rather applied on statistical properties (frequency
distributions) of available observations than on each observed time slice Ratto et al.
(1994). This concept uses the linearity of the models’ processes, but neglects the
physical (spatial) coherence of the flow within the model domain of each single time
slice what makes its applicability in the Alpine region questionable. Note, this concept
is also broadly applied to JH-theory-based models, like in the European Wind Atlas
(Troen and Petersen, 1989) which is heavily used in the field of wind engineering.

2.1.3 Statistical and Physical Methods

Statistical methods are neglecting the underlying physical principals and are deriving
statistical relations to describe the coherency between statistical quantities of large-
scale phenomena (i. e., pretictors) and local-scale wind fields (i. e., predictands). To
generate spatial distributed wind climatologies, these relations are interpolated horizon-
tally. It is most convenient to use simulation results from dynamic models (AOGCMs or
RCMs) or representative observations as predictors and local observation data from sur-
face stations as pretictands. Most common methods are based on linear or multi-linear
regressions. Achberger et al. (2002) compared three linear regression methods driven by
the geostrophic wind from an RCM and two observation stations in Northern Europe
(Sweden) and found biases between −0.9 m/s and 0.1 m/s in a 10 month simulation
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Figure 2.3: Modelled mean annual wind speed 100 m above ground (coloured area [m/s]) of
the period 1983–1997 in the Alpine region with 250 m × 250 m grid spacing.
From (Schaffner and Remund , 2005).

period. Pryor et al. (2005b) used multi-linear regressions based on gradients of the sea
level pressure and the relative vorticity at 500 hPa from global re-analysis data to de-
rive fitting-parameters of wind speed distributions (i. e., the scale and shape parameter
of the Weibull distribution) at 46 surface stations in Sweden. They found an absolute
error of 0.1 m/s averaged over all stations for a 21 year simulation (1982–2002). Other
techniques are including the Monin-Obukhov Theory and local topographical features
prior to the regression step (i. e., the physical-statistical method (e. g., de Rooy and
Kok , 2004)).

Because of the terrain-induced decoupling effects between predictors and predictands
(cf. Section 1.1.3) these methods have conceptual shortcomings in the Alpine region.
For instance, in an Alpine valley the most frequent flow patterns might be determined
by thermal-induced valley circulations with low wind speeds and characteristic regional-
scale flows (e. g., Föhn) with high wind speeds. Thus, a resultant frequency distribution
would be bi-modal and henceforth challenge any uni-modal-based statistic.

However, one statistical method, which is limited to the interpolation of observed
annual wind speeds with respect to complex topography (and neglects any frequency
distribution), has been developed during the last decade and is heavily used in the
Alps (e. g., Kunz et al., 2004; Schaffner and Remund , 2005). Thereby, the observed
annual wind speeds are firstly vertically extrapolated to ∼1000 m above ground level
to derive an annual large-scale flow above the PBL’s surface layer. In a second step
this flow is interpolated horizontally onto an aspired highly resolved grid and vertically
extrapolated to the corresponding surface altitude at each grid cell with respect to the
local surface roughness and geometrical features of the local terrain (via empirically
derived correction-terms). This geo-statistic method has been successfully applied to
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calculate the mean wind speed of the period 1983–1997 in the Swiss territory on a grid
with 50 m grid spacing achieving a mean absolute error of 1.5 m/s (Kunz et al., 2004)
and over the entire Alpine region on a grid with 250 m grid spacing (cf. Figure 2.3).

2.2 The Hybrid Dynamic/Diagnostic Downscaling

Method

2.2.1 Overview

During the Austrian climate research project “Research for Climate Protection – Model
Run Evaluation” (reclip:more) (Loibl et al., 2007), which focused on the generation of
a highly resolved (10 km × 10 km grid spacing) climate change scenario for the Alpine
region primarily based on dynamic models, a hybrid dynamic-diagnostic modelling ap-
proach was designed to generate highly resolved gridded near surface wind climatologies
from long-term simulations (decades) on the 100 m scale.

This approach, published in (Truhetz et al., 2007) and evaluated during a 3 month
testbed simulation in the Hohe Tauern region in Austria and in the Eastern Alps by
Gobiet et al. (2004), was designed a) to be independent from observational data in
order to investigate climate change effects purely based on AOGCM simulations, b) to
capture both, climate phenomena (and their variability) on large and regional scales as
far as possible and the most important terrain-induced effects influencing the local flow
(cf. Section 1.1.3) on a sub-diurnal time scale, and c) to be still computationally feasible
for long-term simulations. Based on a conceptual idea, as it has already been proposed
in air quality studies (e. g., Barna and Lamb, 2000; Chandrasekar et al., 2003), the
modelling approach consists of two consecutive main steps:

• First, global atmospheric analysis data or atmospheric fields from AOGCMs are
dynamically downscaled with the dynamic Mesoscale Model of the 5th Genera-
tion (MM5) (Dudhia, 1993) to derive atmospheric fields on a higher spatial and
temporal resolution which are physically consistent with the global driving data.

• Second, the a modified version of the diagnostic mass-consistent California Me-
teorological Model (CALMET) (Scire et al., 2000) is applied on the simulation
results of MM5 in order to derive highly resolved divergence-free, stationary flow
patterns (cf. Figure 2.4). From statistical analysis of the model output gridded
wind climatologies are further calculated.

MM5 is a non-hydrostatic model equipped with a broad spectrum of up-to-date sub-
grid-scale parameterisations including a SVAT which is capable to simulate climate-
related soil processes. It is one of the freely available models, which are believed to
generate robust results even in complex terrain, and it is widely used in the field of
regional climate modelling (e. g., Leung et al., 2003; Walter et al., 2006). For the Alpine
region the following parameterisations were selected for MM5 based on the experiences
of dynamic modelling in complex terrain (Gobiet et al., 2006; Zängl , 2004; Zängl et al.,
2004):
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Figure 2.4: Modelled wind field 30 m above ground (coloured stream lines [m/s]) in the
Hohe Tauern region (Wipp Valley, Tyrol, Austria). MM5 data representing the
21 Oct 1999 at 00:00 UTC with 15 km grid spacing (left panel) is downscaled
via MM5 to 5 km grid spacing (middle panel) and further to 200 m grid spacing
(right panel) with CALMET. The sites of the observation stations “Innsbruck-
Flugplatz”, “Ellboegen”, and “Brenner” are marked as (1), (2), (3), respectively.

• an updated cumulus parameterisation with shallow convection (Kain-Fritsch-2)
(Kain, 2004) in order to better represent the effects of non-precipitating clouds,

• the ETA boundary layer scheme (Janjic, 1990, 1994) which introduces a prog-
nostic equation for the turbulent kinetic energy (TKE) and therefore, it is a more
properly suited scheme to simulate near surface flows; moreover, it is fairly used
when dynamic models are applied in complex terrain (e. g., Zängl , 2004; Zängl
et al., 2004; Zängl and Vogt , 2006),

• a mixed-phase moisture scheme (Reisner-1) (Reisner et al., 1998) including ice-
clouds, super-cooled water, and allows for slow melting of snow,

• the Rapid Radiative Transfer Model (RRTM) (Mlawer et al., 1997) which takes
into account water vapour, carbon dioxide and ozone and is combined with a
cloud-radiation scheme to capture long-wave and short-wave interactions with
explicit cloud and clear-air, and

• the NOAH land surface model (Chen and Dudhia, 2001) to predict soil moisture
and temperature in four layers based on soil conductivity and gravitational flux
of moisture as well as canopy moisture and water-equivalent of snow depth.

In addition to the the terrain-induced speed-up effect, CALMET is able to take
account for the Froude-effect and for slope flows during day- and nighttime, which are
two of the more important effects in the Alpine region (cf. Section 1.1.3). At a glance,
after initialising CALMET with interpolated MM5 fields, the initial fields are adjusted
by applying the following steps in a sequence:
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• generation of vertical velocity components with respect to the geometry of the
terrain and the stratification of the PBL (Liu and Yocke, 1980) damped by an
user-defined factor,

• minimising the divergence until it reaches an user-defined threshold value at each
grid cell by adjusting the horizontal wind components (Goodin et al., 1980),

• introduction of slope flows based on the local sensible heat fluxes (Mahrt , 1982)
and extending up to an user-defined radius of influence,

• adjusting the horizontal velocity components with respect to the Froude-number
in order to distinguish between flow-over and flow-around regime, and

• re-adjusting the vertical velocity components to fulfil the incompressible continu-
ity equation.

Nevertheless, from this conceptual down-scaling approach dynamic phenomena, like
flow-splitting, vortex shedding, cross-valley circulations, the influences of inversion-
layers on near surface flows, turbulence induced increase of wind speeds and extreme
events (wind gusts) can only be expected to be found in the simulation results as long
as they are captured by the dynamic model.

In addition to the lateral boundary conditions (LBCs) (cf. Section 2.1.1), which have
to be prepared for MM5, numerous geo-physical parameters are required for both mod-
els in order to generate proper surface boundary conditions (SBCs). The preparation
of these parameters in detail as well as the preparation of the surface altitudes are
described in Section 3.1. An explanation of the functionality of the geo-physical pa-
rameters can be found in Section 2.2.2 for CALMET and in Dudhia et al. (2005) and
Chen and Dudhia (2001) for MM5.

Modifications to the original CALMET code (version 5.53b, level 051216) were made
concerning the generation of the initial wind fields, the implementation of the damping
factor for numerical stability, and an estimation of snow cover affecting the surface
albedo. All modifications are described in detail in Section 2.2.2.

Technically seen, the code of CALMET was transferred from Microsoft Windows R©to
Linux and prepared for long-term simulations. An interface to establish the connection
to MM5 and to conduct grid interpolations was written in FORTRAN90 and compiled
into an external library which is linked together with CALMET to reduce the con-
sumption of disk space and to shorten the computational time. In addition, an option
was implemented to write out CALMET’s simulation results compliant to the NetCDF
Climate and Forecast (CF) Metadata Conventions (Eaton et al., 2003).

2.2.2 Technical Description

Looking into details, MM5 discretises the grid-cell-averaged equations (cf. Section 2.1.1)
of (2.1)–(2.4) on a staggered Arakawa-Lamb-B grid in a terrain-following σ-pressure-
coordinate system (XMM5, Y MM5, σ). The definition of this system from 3-dimensional
Cartesian coordinates (x, y, z) and the discretisation into IMM5, JMM5, and KMM5

grid-cells with respect to the horizontal and vertical directions are defined by



2 Methodology 38

XMM5(x) = x XMM5
i = xi i = 1, . . . , IMM5

Y MM5(y) = y 7→ Y MM5
j = yi j = 1, . . . , JMM5

σ(x, y, z) =
pref0 (z)−preft

prefs (x,y)−preft

σk(xi, yj, zk) =
pref (zk)−preft

prefs (xi,yj)−preft

k = 1, . . . , KMM5

(2.15)
where pref refers to the pressure of a user-given dry hydrostatic reference atmosphere

and preft and prefs are the pref -values at the model top and at the surface, respectively. In
addition to the top pressure (preft ), the reference atmosphere is defined by its reference
sea level pressure (prefslp ) and temperature (T ref

slp ), and the reference temperature lapse
rate (dT ref/d(ln pref )). The reference surface pressure (prefs ) is derived from these
constants with respect to the model’s surface altitude (hMM5

h ) by

prefs = prefslp exp



−T ref
slp

d(ln pref )

dT ref
+

√
(

T ref
slp

d(ln pref )

dT ref

)2

− 2g
hMM5
h

Rd

d(ln pref )

dT ref





(2.16)
with Rd as the gas constant for dry air (287.06 J/kgK).
During model integration MM5 calculates a non-hydrostatic pressure perturbation

(p′) for each grid cell (i, j, k) so that the actual pressure (p) can be derived from

p(i,j,k) =
(

prefs(i,j,k) − preft

)

σk + preft + p′(i,j,k). (2.17)

The horizontal components of the velocity (UMM5
(i,j,k) , V

MM5
(i,j,k) ) are located at the 4 cor-

ners of each grid cell while the remaining variables are defined at the grid cell’s centres
(cf. Figure 2.5a). The vertical component of the velocity (WMM5

(i,j,k) ) resides at the top and
bottom bounding surfaces between adjacent cells (i. e., full-σ-level) and the remaining
variables are located in the cell’s middle (i. e., half-sigma-level) (cf. Figure 2.5b). To
solve the governing equations MM5 uses a second-order leapfrog timestep scheme. Im-
plicit schemes are only applied in 1-dimensional column calculations for vertical sound
waves and vertical diffusion, which enhances the model stability and simplifies the
parallelisation of the model’s code.

Similar to MM5 CALMET operates in a terrain-following coordinate system (XCAL,
Y CAL, ZCAL) as well. The definition of this system from 3-dimensional Cartesian
coordinates (x, y, z) and the discretisation into ICAL, JCAL, and KCAL grid-cells is
defined by

XCAL(x) = x XCAL
i = xi i = 1, . . . , ICAL

Y CAL(y) = y 7→ Y CAL
j = yj j = 1, . . . , JCAL

ZCAL(x, y, z) = z − ht(x, y) ZCAL
k (xi, yj, zk) = zk − ht(xi, yj) k = 1, . . . , KCAL

(2.18)
where ht refers to the surface altitude in the model domain. Thus, the horizontal

(UCAL and V CAL) and vertical (WCAL) velocity components in CALMET’s coordinate
system are given by
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(a) (b)

Figure 2.5: Grid definition of the MM5 model. (a) Schematic representation showing the
horizontal Arakawa B-grid staggering of the dot (•) and cross (×) grid points.
The smaller inner box is a representative mesh staggering for a 3:1 coarse-grid
distance to fine-grid distance ratio. (b) Schematic representation of the vertical
structure of the model. The example is for 15 vertical layers. Solid lines denote
full-sigma levels. From Dudhia et al. (2005), modified.

UCAL(X, Y, Z) = u(x, y, z)

V CAL(X, Y, Z) = v(x, y, z)

WCAL(X, Y, Z) = w(x, y, z)− u(x, y, z)
∂ht

∂x
− v(x, y, z)

∂ht

∂y
.

(2.19)

Here, UCAL
(i,j,k) and V CAL

(i,j,k) are located at the centre of each grid cell (cf. Figure 2.6) and
WCAL

(i,j,k) at the horizontal bounding surfaces between adjacent cells (i. e., half-k-levels).

To bridge the gap between the two model grids with different coordinate systems,
geographic projections (MM5 uses a Lambert Conformal Conic projection, CALMET
an Universal Transverse Mercator projection), and grid spacings (CALMET is higher
resolved than MM5), and to connect the two models technically in a convenient way the
fields of MM5 are interpolated onto CALMET’s grid in a double re-gridding step taking
account for the orography on the higher resolved grid. The MM5 fields are firstly inter-
polated onto an intermediate grid with 1 km grid spacing leaving the σ-levels untouched
by an MM5-interpolation-tool (Manning and Haageson, 1992). Hereby, the fields are
interpolated horizontally via bi-linear interpolation and are adjusted regarding to their
new altitudes on the 1 km grid. Temperature is adjusted based on the temperature
lapse rate of the reference atmosphere and the horizontal wind components via vertical
gradients linear in pressure. In addition, the divergence of the vertically averaged hor-
izontal wind field is removed assuming that the correction terms can be derived from a
2-dimensional perturbation velocity potential (cf.Section 2.1.2). Technically seen, the
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Figure 2.6: Grid definition of the CALMET model. Schematic illustration of the CAL-
MET horizontal grid system for 7 × 4 grid showing the user-defined grid origin
(XORIGKM, YORIGKM) and the grid point locations (•). From Scire et al.

(2000).

interpolation onto the 1 km grid is part of an external library (cf. Section 2.2.1). Sec-
ondly, these intermediate fields (1 km grid spacing) are interpolated onto CALMET’s
grid. Thereby, a cubic-spline method in the vertical direction for the horizontal wind
speed is used. This guarantees continuous first derivatives enhancing the numerical
stability of CALMET in complex terrain. Wind direction and temperature are inter-
polated linearly in height above ground. Horizontal wind speeds on CALMET-levels
(|~V CAL

0,(k) |) beneath the lowest σ-level (at k = KMM5) with a height above ground of

Z1km
(KMM5) are extrapolated from the horizontal wind speeds at that level (|~V 1km

(KMM5)|) via
the logarithmic wind profile. The original CALMET code is based on a default surface
roughness length of 0.5 m. This has been changed and the roughness lengths on the
1 km grid (z1km0 ) are used instead for a better representation of local effects:

|~V CAL
0,(k) | = |~V 1km

(KMM5)|
lnZ1km

(KMM5) − ln z1km0

lnZCAL
(k) − ln z1km0

, ∀ ZCAL
(k) < Z1km

(KMM5) . (2.20)

The temperature is extrapolated to the CALMET-levels beneath the lowest σ-level
via the dry-adiabatic lapse rate during daytime and via a parameterisation for the
nocturnal inversion-layer from Stull (1983). Hereby, it is assumed that the reduction of
the potential temperature follows an exponential decay in height due to surface cooling.
Assuming furthermore that the coefficients of this decay are constant throughout the
night, the actual potential temperature at a certain level (ZCAL

k ) can be calculated via
an exponential extrapolation of the reduction of the potential temperature since sunset
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(∆θ1km) at the lowest two σ-levels (Z1km
(KMM5) and Z1km

(KMM5−1)):

θCAL
0,(k) = θ1km(KMM5) +∆θ1km(KMM5) exp

(
Z1km

(KMM5) − ZCAL
(k)

Z1km
(KMM5−1)

− Z1km
(KMM5)

ln
∆θ1km(KMM5)

∆θ1km
(KMM5−1)

)

. (2.21)

Note this inversion-layer-parameterisation only affects the temperature but not the
air flow, flow separation and deflection due to the inversion-layer are therefore neglected.

After the vertical inter- and extrapolations, all fields are interpolated horizontally
via an inverse distance method generating the initialisation fields on CALMET’s grid.
Each variable of the initialisation fields on each CALMET grid cell (ϕCAL

0 ) is calculated
from its four nearest-neighbouring cells of the 1 km grid (ϕ1km

1,...,4) as an weighted average,
whereas the weighting factors are represented by the inverse squared distances between
the centre of the CALMET cell and the centres of the four surrounding 1 km grid cells
(1/(rCAL

1km,1,...,4)
2):

ϕCAL
0 =

4∑

i=1

1

(rCAL
1km,i)

2
ϕ1km
i

4∑

j=1

1

(rCAL
1km,j)

2

. (2.22)

Note due to the sequence of interpolations (first vertical, then horizontal) the ini-
tialisation fields consist of the intermediate fields which are simply stretched over the
CALMET grid (i. e., the fields are not affected by CALMET’s orography) and hardly
reflect any local topographic effect.

Based on the horizontal initial wind field ~V CAL
0 = (UCAL

0 , V CAL
0 ) the original CAL-

MET version induces vertical wind components with an exponential decay in height
regarding to the local terrain slope angles (Liu and Yocke, 1980). In Cartesian coordi-
nates the initial vertical velocity at the half-k-levels (wCAL

0,(k±1/2)) is computed as

wCAL
0,(k±1/2) =







(~V CAL
0,(k=1) · ∇ht) exp (−BsZ

CAL
k−1/2) , if k = 1

α(~V CAL
0,(k=1) · ∇ht) exp (−BsZ

CAL
k±1/2) , if k 6= 1

, (2.23)

where Bs denotes a stability-depending coefficient and α is a user-defined damping
factor (except for the surface-level (1 − 1/2)) to tune the terrain-induced speed-up
effect. However, since the surface-level is excluded from the damping a discontinuity of
the vertical wind component is induced leading to unrealistic results of the divergence-
minimisation scheme in complex terrain. To overcome this, the original CALMET code
has been modified by applying α on the surface-level as well:

wCAL
0,(k±1/2) = α(~V CAL

0,(k=1) · ∇ht) exp (−BsZ
CAL
k±1/2) . (2.24)

Usually α ranges between 0.0 and 1.0. Note, any damping factor unequal to 1.0 in
principal violates the physical relations.
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Bs is derived from the Brunt-Väisälä frequency (N) based on the initial potential
temperature (θCAL

0 ) or the initial air temperature (TCAL
0 ) by

Bs =
N

V
CAL

0

with

N =

√

g

θCAL
0

dθCAL
0

dZCAL
=

√

g

TCAL
0

(
dTCAL

0

dZCAL
+

g

cp

)

V
CAL

0 =

KCAL
∑

k=1

√

(UCAL
0,(k) )

2 + (V CAL
0,(k) )

2(ZCAL
k − ZCAL

k−1 )

ZCAL
KCAL

(2.25)

where cp denotes the specific heat capacity of air (1005.7 J/kgK) and V
CAL

0 is the
vertical-averaged horizontal wind speed of the initial field. Under statically neutral
(N → 0) and unstable conditions (N is not defined) in CALMET Bs is set to 0.004 1/m.
Furthermore, the temperature lapse rates (dθCAL

0 /dZCAL and dTCAL
0 /dZCAL) are aver-

aged throughout the model domain.
After transforming wCAL

0 into the terrain-following coordinate system via equation
(2.19) CALMET applies a two-dimensional divergence-minimisation scheme (Goodin
et al., 1980) to the horizontal wind components to fulfil the incompressible continuity
equation (2.11). This induces the terrain-depending speed-up effect. Thereby, the
adjustments of the wind components are calculated from the divergence at each grid
cell (Di,j,k):

UCAL
new,(i+1,j,k) = UCAL

(i+1,j,k) +
−Di,j,k(X

CAL
i+1 −XCAL

i )

2

UCAL
new,(i−1,j,k) = UCAL

(i−1,j,k) −
−Di,j,k(X

CAL
i −XCAL

i−1 )

2

V CAL
new,(i,j+1,k) = V CAL

(i,j+1,k) +
−Di,j,k(Y

CAL
j+1 −Y CAL

j )

2

V CAL
new,(i,j−1,k) = V CAL

(i,j−1,k) −
−Di,j,k(Y

CAL
j −Y CAL

j−1 )

2
.

(2.26)

If the divergence is derived from centered difference operators given by

Di,j,k =
UCAL
i+1,j,k − UCAL

i−1,j,k

XCAL
i+1 −XCAL

i−1

+
V CAL
i,j+1,k − V CAL

i,j−1,k

Y CAL
j+1 − Y CAL

j−1

+
WCAL

i,j,k+1/2 −WCAL
i,j,k−1/2

ZCAL
k+1/2 − ZCAL

k−1/2

, (2.27)

an iterative application of this procedure gradually reduces the divergence until a
user-defined threshold value (ǫ) is reached throughout the grid. During this procedure
the horizontal wind components of the initial field are modified with respect to the
terrain fulfilling the continuity equation ((UCAL

0 , V CAL
0 ) 7→ (UCAL

1 , V CAL
1 )). Note, this

divergence-minimisation scheme differs from other, more sophisticated methods (e. g.,
the Lagrangian method, cf. Section 2.1.2), since the vertical wind components are kept
constant.

Afterwards, slope flows enforced by sensible heat fluxes are generated based on the
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concept of shooting flows from Mahrt (1982). The divergence-free wind field is modified
by those flows with respect to the terrain geometry ((UCAL

1 , V CAL
1 ) 7→ (UCAL

2 , V CAL
2 )).

Following Mahrt (1982) slope flows are buoyancy-driven and balanced by surface drag
and an entrainment at the top of the slope flow layer. If the flow is assumed to be steady
and has a constant depth (dsf ), the flow speed (Ssf ) over a slope with a constant angle
αsl can be expressed as

Ssf = 3

√

Qhgr
sinαsl

ρcpT (CD + ec)
(1− e−r/Le) with Le =

dsf
CD + ec

(2.28)

where Qh is the sensible heat flux, r is the distance from the crest within a user-
defined radius ri, ρ is the air density, CD is the surface drag coefficient, ec is an en-
trainment coefficient at the top of the flow layer, and Le is an equilibrium length scale
at which the flow reaches 80% of its equilibrium speed. In CALMET Ssf is calculated
for every grid cell based on the initial temperature field, ρ is assumed to be constant,
and dsf is set to 5 % of the drop of the elevation from the crest. The values for CD and
ec are fixed at 0.04, and ρ is assumed to be constant throughout the grid and is set to
1.225 kg/m3.

During daytime, the sensible heat flux Qh is calculated from the local energy budget
at the surface (Holtslag and van Ulden, 1983) in terms of the Bowen-ratio (B), the
net horizontal surface radiation (Q∗), the anthropogenic heat flux (Qf ), and the soil
heat flux parameter (cg), which is the ratio between the soil heat flux (Qg) and the net
radiation (Q∗):

Qh =
B

1 + B
[Q∗(1− cg) +Qf ] . (2.29)

In CALMET B, cg, and Qf are kept constant and have to be prepared externally.
Following Holtslag and van Ulden (1983) the net radiation is derived from the incoming
solar short-wave radiation (QSW ), the air temperature at 2 m above ground (T2m), the
surface albedo (A) and the cloud cover fraction (Cc) by

Q∗ =
(1− A)QSW + c1T

6
2m − σBT

4
2m + c2Cc

1 + c3
with

QSW = (a1 sinϕ+ a2)(1 + b1C
b2
c )

(2.30)

and the constant coefficients a1, a2, b1, b2, c1, c2, and c3 listed in Table 2.1. σ refers to
the Stefan-Boltzmann constant (5.674 ×10−8 W/m2K4) and ϕ denotes the astronomic
solar elevation angle, which is calculated for each grid cell depending on the geographic
coordinates and the local time. In CALMET the influences of the terrain on QSW

(i. e., slope angles and orographic shading) are neglected. The cloud cover fraction is
calculated from the initialisation field of the relative humidity (RHCAL

0,(850)) at the 850 hPa
level by a simplified relation from Teixeira (2001), which was originally designed for
global dynamic models in NWP with a coarse resolution, neglecting the influence of
liquid water content:
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Cc = 0.02

√

1 + 100(1−RHCAL
0,(850))− 1

1−RHCAL
0,(850)

. (2.31)

During nighttime, stable conditions are assumed and the sensible heat flux Qh is
calculated based on the K-Theory in terms of the friction velocity u∗ and the flux
temperature θ∗ (cf. equation (2.9)):

Qh = −ρcpu∗θ∗ . (2.32)

Note, here ρ is calculated from the initial temperature and pressure reflecting the
influence of orography. u∗ is computed from θ∗, the horizontal wind speed derived from
the divergence-free wind field (UCAL

1 , V CAL
1 ) and the initial temperature (TCAL

0 ) given
on the lowest CALMET level (k = 1), and the drag coefficient for neutral conditions
(CCAL

DN ) based on the surface roughness length on CALMET’s grid (zCAL
0 ) following

(Venkatram, 1980):

u∗ =
CCAL

DN

2
(1 +

√
C) with

CCAL
DN =

k

ln(ZCAL
(k=1))− ln(zCAL

0 )
,

C = 1− 4u2
0

CCAL
DN ((UCAL

1,(k=1))
2 + (V CAL

1,(k=1))
2)

, and

u2
0 =

4.7ZCAL
(k=1)gθ∗

TCAL
0,(k=1)

.

(2.33)

The temperature flux θ∗ is calculated following Holtslag and van Ulden (1983) as
the minimum of two estimates, which are based on the cloud cover fraction (Cc) from
equation (2.31), the drag coefficient for neutral conditions (CCAL

DN ) from equation (2.33),
the horizontal wind speed, and the initial temperature:

θ∗ = min

(

0.09

(

1− Cc

2

)

,
TCAL
0,(k=1)C

CAL
DN ((UCAL

1,(k=1))
2 + (V CAL

1,(k=1))
2)

18.8ZCAL
(k=1)g

)

. (2.34)

In contrast to the original CALMET code, where no snow cover effects are considered,
a simple parameterisation of the effect of snow cover on surface albedo is implemented
in the following way: the snow heights on the intermediate grid (1 km grid spacing,
see above) are transferred to CALMET’s grid via the nearest-neighbourhood method.
Based on these initial snow heights (hCAL

sh,0 ) and the snow-free albedo (A0) CALMET’s
surface albedo (ACAL) is calculated from

ACAL =

{

1.5A0 ∀ hCAL
sh,0 > 0.01 m

A0

(2.35)
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Table 2.1: Net radiation constants. From Holtslag and van Ulden (1983).

Constant Value Unit

a1 990 W/m2

a2 −30 W/m2

b1 −0.75 1
b2 3.4 1
c1 5.31 ×10−13 W/m2K
c2 60 W/m2

c3 0.12 1

Note, the transformation of snow heights from the coarse MM5 grid to the much
higher resolved CALMET grid neglects any sub-grid scale effects beyond the MM5
grid.

Based on the local Froude number FrCAL, derived for each grid cell and defined by

FrCAL =

√

(UCAL
2 )2 + (V CAL

2 )2

N∆ht

with ∆ht = hmax − ZCAL (2.36)

where N is the Brunt-Väisälä frequency from equation (2.25) based on the averaged
temperature lapse rate, ∆ht is an effective obstacle height, and hmax is the highest
gridded surface altitude within a user-defined radius of influence (ri), the horizontal
wind components are turned tangentially to the terrain if FrCAL is smaller than 1
((UCAL

2 , V CAL
2 ) → (UCAL

3 , V CAL
3 )).

Note, the slope flows and the Froude-effect are based on the divergence-free wind
field (UCAL

1 , V CAL
1 , WCAL

0 ) and are generating additional divergence in turn. To remove
this divergence the vertical wind components are modified in terms of the re-calculated
divergence (Di,j,k) from equation (2.27) in a final re-adjustment step:

WCAL
2,(i,j,k+1/2) = (ZCAL

k+1/2 − ZCAL
k−1/2)Di,j,k +WCAL

2,(i,j,k−1/2) with

WCAL
2,(i,j,−1/2) = WCAL

0,(i,j,−1/2) .
(2.37)

In addition to the user-defined damping factor (α), the threshold value (ǫ), and the
radius of influence (ri) the Bowen-ratio (B), the soil heat flux parameter (cg), the
surface roughness length (zCAL

0 ), the snow-free surface albedo (A0), and the surface
altitudes have to be prepared on CALMET’s grid. On the intermediate 1 km grid the
surface roughness lengths (z1km0 ) as well as the surface altitudes are required.





3 Improvements of the Wind
Downscaling Method

The dynamic-diagnostic downscaling method, introduced in Section 2.2, claims to
overcome numerous shortcomings of other modelling approaches. However, several
weaknesses arising from limitations and simplifications remain: first, since the re-
sults of diagnostic models crucially depend on the quality of their initialisation fields
(cf. Section 2.1.2), CALMET’s initialisation fields are expected to have a major impact
on the quality of the final wind climatologies. Second, possibly improper parameter-
isations of CALMET and misleading simplifications limiting its potential to simulate
stationary flows in the Alpine region can be identified from Section 2.2.2 and sum-
marised as follows:

• the temperature lapse rate and the density of air are kept constant throughout
the model domain,

• the calculation of the sensible heat flux is based on externally given constants
(i. e., the Bowen ratio and the soil heat flux parameter) and on a cloud cover
parameterisation which was designed for global coarsely resolved models in the
field of NWP,

• the data fields from the intermediate grid are firstly interpolated vertically and
secondly interpolated horizontally which drastically reduces the possibilities to
take account for local topography during model initialisation,

• the divergence-minimisation scheme is limited to the horizontal velocity compo-
nents, and

• the net radiation neglects any orographic effects.

One of the promising options to generate more realistic initialisation fields for CAL-
MET is to increase the resolution of MM5. The validity of this strategy has been
indicated by Truhetz et al. (2007) who were able to reduce the mean absolute bias of
the modelled wind speed (averaged over 6 alpine observation stations) from 1.3 m/s
to 0.9 m/s via a reduction of the grid spacing from 10 km to 5 km (simulation-period:
September 7 to November 15, 1999). Moreover, the downscaling error tends to be
smaller at higher wind speeds (≥15 m/s) indicating that more uncertainties arise at
low wind speeds where CALMET’s parameterisations should add value. However, a
technical limitation of this strategy is given by the exponentially increasing demand of
computational resources due to the CFL-criterion (cf. Section 2.1.1). Another possibil-
ity to enhance the initialisation fields by inverting the sequence of interpolation and by
taking into account for local effects of the topography.
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These options as well as some improvements of CALMET’s parameterisations are
captured by several modifications. According to the general structure of the wind
downscaling method, the modifications are related to MM5 and CALMET. Based on a
control configuration, referred to as Av0 (“A” refers to the MM5 control setup and “v0”
to CALMET’s control variant from Section 2.2.2) defined in Section 3.1, two variations
of the dynamic model (“B” and “C”) are introduced in Section 3.2. The selection and the
description of a limited number of three CALMET improvements (“v1”, “v2”, and “v3”)
for further investigation is discussed in Section 3.3. Note, changes of the divergence-
minimisation scheme are excluded as well as a re-consideration of CALMET’s radiation-
scheme, which is investigated by Bellasio et al. (2005), who have found promising results
for air temperature in the Alpine region.

3.1 The Control Configuration

The control configuration (Av0) was designed to generate realistic flow patterns with
200 m × 200 m grid spacing based on coarsely resolved global driving data (1.125◦ × 1.125◦)
in two study regions, the very complex Hohe Tauern region (area 140 km × 70 km,
surface altitudes from ∼500 m to 3798 m, the Großglockner) in the Eastern Alps and
the relatively flat Vienna Basin (area 120 km × 90 km, surface altitudes from 110 m to
1399 m, the Reisalpe ∼25 km to the south of St. Pölten) in Lower Austria. It consists
of two nested dynamic and two diagnostic downscaling steps, one for each study region.
During dynamic downscaling the grid spacing of MM5 is reduced from 30 km × 30 km
(domain A1) to 10 km (domain A2) (cf. Figure 3.1a), i. e., the 10 km grid is nested into
the 30 km grid while the simulations of both grids are conducted simultaneously. The
simulation results in domain A2 are stored in one-hourly intervals and are interpolated
onto two grids with 1 km × 1 km grid spacing (domains A3a and A3b) (cf. Figure
3.1b), defining the intermediate 1 km grids (cf. Section 2.2.2). CALMET in its control
variant (v0) is initialised by these intermediate 1 km fields and generates flow patterns
on grids with 200 m × 200 m grid spacing for each of the two study regions (cf. Figure
3.1b).

The setup and nesting-strategy for MM5 was defined during reclip:more (Gobiet
et al., 2006; Truhetz et al., 2007) to conduct long-term climate simulations in the Alpine
region. It was a compromise between favoured larger domains (to generate a climate
scenario even for most parts of Europe, domain A1) and the available computational
resources. However, it has the advantage to generate more realistic lateral boundary
conditions (LBCs) (cf. Section 2.1.1) for the 10 km grid than deriving them from the
global driving data: due to the high update rate from MM5’s time step in the 30 km
grid (i. e., 90 s) dynamic processes (e. g., gravity waves, cf. Section 1.1.2) with velocities
up to 1200 km/h are resolved on that grid and hence are transferred to the inner domain
(10 km grid) if its LBCs are calculated internally by MM5 during model integration.
In contrast, if the LBCs of the 10 km grid is derived from the global driving data,
the temporal resolution is limited to the storage interval of the driving data (e. g., 6 h
for most global re-analysis datasets and data from GCMs, which limits the resolved
velocity to ∼20 km/h if the horizontal grid spacing is 1.125◦ × 1.125◦). Note, the
grid spacing of up-to-date and near future long-term climate simulations is still limited
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(a) (b)

Figure 3.1: Domain setting of the wind downscaling method and its variants. (a) in the
control configuration A (red), the global driving data is dynamically downscaled
to 30 km (A1) and to 10 km (A2) and diagnostically downscaled to 200 m
grid spacing in the Hohe Tauern region (light green) and the Vienna Basin (light
yellow); in variant B (blue), the driving data is dynamically downscaled to 45 km
(B1), 15 km (B2), and 5 km grid spacing in both study regions (B3a and B3b).
(b) before the diagnostic model is applied, the results of the dynamic downscaling
variants (A and B) are interpolated onto 1 km grids (A3a, A3b, and B4a, B4b,
respectively); in variant C (green), the result of A2 is dynamically downscaled
to 1 km grids (C3a and C3b).

to ∼10 km due to the exponential increase of the demand of computational resources
(cf. Section 2.1.1).

The spatial setup of both models as well as all MM5 variations defined in Section 3.2
are shown in Figure 3.1, the model discretisations for the control configuration (Av0)
can be taken from Table 3.1. Note, MM5’s reference atmosphere (cf. Section 2.2.2) does
not reflect any standard atmosphere or mean atmosphere for the model domains: its
reference values were left on MM5’s internal default values. The top level was selected
to be high enough to capture most important processes in the troposphere. CALMET’s
user-defined constants, i. e., the damping factor (α), the radius of influence (ri) for the
slope-flow parameterisation, and the threshold value for the divergence-minimisation
scheme (ǫ) (cf. Section 2.2.2) were empirically estimated by comparing numerous short-
term simulations in the Hohe Tauern region with observation data (not shown). Since
CALMET’s parameterisations are related to processes within the PBL, the top level is
placed at 1250 m above ground level (a.g.l.) which includes 98.8% of all PBL heights
simulated with MM5 in the Hohe Tauern region during September 7 to November 15,
1999 (Truhetz et al., 2007). The lowest model level is fixed at 10 m (a.g.l.). The setup
for the Hohe Tauern region was published by Gobiet et al. (2004); Truhetz et al. (2007),
the setup for the Vienna Basin can be found in Gobiet et al. (2007).

In order to generate proper surface boundary conditions (SBCs), MM5 requires nu-
merous geo-physical parameters (e. g., roughness length, heat capacity, albedo, seasonal-
depending green vegetation fraction, and several soil parameters like, wilting point,
thermal diffusivity, and annual deep soil temperature) as well as the surface altitude.
These parameters are based on remotely sensed observations and are available as global
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Table 3.1: Discretisations and parameterisations of the control configuration of MM5 and
CALMET Av0. MM5 is operated in domains A3a and A3b; these grid are only
used for interpolation.

MM5 (version 3.7.4) Discretisiation Domain Reference
A1 A2 A3a A3c Atmosphere

cumulus- Kain-Fritsch-2 grid cells X 124 109 145 141 top pressure 100

scheme shallow conv. IMM5 preft [hPa]

PBL-scheme ETA grid cells Y 100 79 85 121 sea-level press. 1000

JMM5 pref
slp

[hPa]

moisture- Reisner-1 grid spacing 30 10 1 1 sea-level temp. 275

scheme [km] T ref
slp

[K]

radiation- RRTM model levels 29 29 29 29 lapse rate 50

scheme KMM5 dTref

d(ln pref )
[K]

time steps [s] 90 30 – –

nest-type one-
way

one-
way

– –

CALMET (version 5.53) Discretisation Study region
Hohe Tauern Vienna Basin

damping-factor α [1] 0.1 grid cells X (ICAL) 700 600

radius of influence ri [km] 5 grid cells Y (JCAL) 350 450

threshold value ǫ [s−1] 5 × 10−6 grid spacing [m] 200 200

model top [m] 1250 model levels (KCAL) 20 20
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(a) (b)

Figure 3.2: Spatial deviations of different digital elevation models (DEMs). The contour-line
at 1500 m altitude (black) derived from a DEM with 10 m × 10 m grid spacing
(provided by the Department of the Salzburg State Government, Austria) of a
small mountain in the Eastern Alps, the Schwarzberg (47◦07’30”N, 13◦48’35”E),
close to Tamsweg, Austria, is drawn for the DEMs (a) GTOPO30 (red) and
SRTM30 (blue) (30” × 30” grid spacing) and (b) uncorrected (red) and corrected
(blue) SRTM3 (3’ × 3’ grid spacing). GTOPO30 has a westerly shift of ∼700 m,
SRTM3 a southerly shift of ∼200 m.

terrestrial data fields prepared by the Pennsylvania State University (PSU) and the
National Center for Atmospheric Research (NCAR). Hereby, a global digital elevation
model (DEM) with a grid spacing of 30 ” × 30 ” from the U. S. Geological Survey
(USGS), called GTOPO30, is recommended to be used (Dudhia et al., 2005). However,
from plotting contour-lines of GTOPO30 and a new DEM from NASA’s Shuttle Radar
Topography Mission (SRTM) (Rabus et al., 2003), referred to as SRTM30, shows a west-
erly shift of GTOPO30 of ∼700 m (cf. Figure 3.2a). To reduce misleading geographical
representations SRTM30 is used in the dynamic model. The surface roughness lengths
and the surface altitudes of the intermediate 1 km grids (cf. Section 2.2.2) are taken
from a global PSU/NCAR dataset available on a 30 ” grid and SRTM30, respectively.

As explained in Section 2.2.2, CALMET requires the Bowen-ratio (B), the soil heat
flux parameter (cg), the surface roughness length (z0), the snow-free surface albedo (A0),
and the surface altitude (ht) on the model grid. Except for the surface altitude, these
parameters were taken from literature (BMU , 2002; Hagemann, 2002; Pineda et al.,
2004; Scire et al., 2000) and statically linked to the highly resolved (100 m × 100 m
grid spacing) land cover information from the European CORINE land cover data set
CLC2000 (EEA, 1995), version 8/2005, which was re-sampled to CALMET’s 200 m
grid via the nearest-neighbourhood method. The linkage between the geo-physical pa-
rameters and the land use classes is shown in Table 3.2. The surface altitude was
derived from a new global DEM, the SRTM3 with 3” × 3” grid spacing (Rabus et al.,
2003). However, this data field is shifted ∼200 m southwards (cf. Figure 3.2b) and
contains gaps (cf. Figure 3.3a). The south-shift was simply corrected by moving the
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Table 3.2: CORINE land-use categories associated to CALMET’s surface roughness length
(zCAL

0 ), snow-free surface albedo (A0), Bowen ratio (B), and the soil heat flux
parameter (cg). The values are given in their precisions found in literature.

CORINE category (level 3) zCAL
0 [m] A0 [1] B [1] cg [1]

continuous urban fabric 2.00 0.173 1.50 0.25
discontinuous urban fabric 1.00 0.173 1.50 0.25
industrial/commercial units 1.00 0.173 1.50 0.25
road and rail networks and associated land 0.20 0.173 1.50 0.25
port areas 0.50 0.173 1.50 0.25
airports 0.10 0.173 1.50 0.25
mineral extraction sites 0.10 0.173 1.50 0.25
dump sites 0.02 0.173 1.50 0.25
construction sites 1.00 0.173 1.50 0.25
green urban areas 0.20 0.173 1.50 0.25
sport and leisure facilities 0.05 0.173 1.50 0.25
non-irrigated arable land 0.05 0.196 1.00 0.15
permanently irrigated land 0.06 0.201 0.50 0.15
rice fields 0.06 0.164 0.50 0.25
vineyards 0.20 0.192 0.50 0.25
fruit trees and berry plantations 0.50 0.165 0.50 0.25
olive groves 0.20 0.165 1.00 0.15
pastures 0.02 0.166 1.00 0.15
annual crops associated with permanent crops 0.25 0.180 1.00 0.15
complex cultivation patterns 0.20 0.181 1.00 0.15
land principally occupied by agriculture with 0.20 0.186 1.00 0.15
significant areas of natural vegetation
agro-forestry areas 0.68 0.160 1.00 0.15
broad-leaved forest 1.50 0.153 1.00 0.15
coniferous forest 1.00 0.142 1.00 0.15
mixed forest 1.50 0.145 1.00 0.15
natural grassland 0.02 0.175 1.00 0.15
moors and heathland 0.20 0.162 0.50 0.25
sclerophyllous vegetation 0.47 0.158 0.50 0.25
transitional woodland-shrub 0.50 0.155 1.00 0.15
beaches, dunes and sand plains 0.01 0.170 1.00 0.15
bare rock 0.20 0.181 1.00 0.15
sparsely vegetated areas 0.02 0.204 1.00 0.15
burnt areas 0.10 0.136 1.00 0.15
glaciers and perpetual snow 0.05 0.464 0.50 0.15
inland marshes 0.10 0.151 0.50 0.25
peatbogs 0.10 0.151 0.50 0.25
salt-marshes 0.02 0.151 0.50 0.25
salines 0.20 0.151 0.50 0.25
water courses 0.02 0.078 0.00 1.00
water bodies 0.01 0.078 0.00 1.00
coastal lagoons 0.05 0.078 0.00 1.00
estuaries 0.02 0.078 0.00 1.00
sea and ocean 0.01 0.078 0.00 1.00
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(a) (b)

Figure 3.3: Missing values are filled with spline interpolation techniques leading to smoothing
effects. (a) raw and (b) filled SRTM3 data (3’ × 3’ grid spacing) for a region
encompassing a steep mountain-chain to the north of Innsbruck in the Hohe
Tauern region, the Nordkette, Tyrol, are shown.

DEM northwards. Additional elevation models and statistical methods were necessary
to fill the missing data: a regularised spline interpolation method (Mitasova and Mitas,
1993) combined with other DEMs (i. e., the SRTM30 and a DEM with 250 m × 250 m
grid spacing provided by the Austrian Research Centers systems research (ARC-sys))
were applied. Finally the DEM was re-sampled to the 200 m grid of the control config-
uration. The spline interpolation method was very successful in most regions, however,
serious smoothing effects in regions with large areas of missing data were not avoidable
(cf. Figure 3.3b).

3.2 Variations of the Dynamic Model

To investigate the influence of the resolution of the dynamic model on the resultant
wind fields the grid spacing of MM5 is reduced from 10 km, defined in the control
configuration (cf. Section 3.1), to 5 km (setup B) and to 1 km (setup C ) in both study
regions. In order to keep the computational demand on a maintainable level a new
type of dynamic downscaling (introduced in Section 3.2.2) is used to reach the 1 km
grid.

3.2.1 A Higher Resolved Grid with 5 km Grid Spacing

Setup B consists of three nested MM5 steps increasing the resolution from 45 km × 45 km
grid spacing (domain B1) to 15 km × 15 km covering the Alpine region (domain B2)
and further to two 5 km × 5 km grids (domain B3a and B3b), one for each study
region (cf. Figure 3.1a). Due to the changed geographic setting the intermediate 1 km
grids (cf. Section 2.2.2) for the two study regions are changed as well (domain B4a and
B4b, cf. Figure 3.1b). The setup was developed during reclip:more. The effects of the
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increased resolution of MM5 on down-scaled wind fields in the Hohe Tauern region for
a 3 month simulation were published by Truhetz et al. (2007).

In addition to the changed discretisation the outermost domain (domain B1) is
smaller than in the control configuration (domain A1) and the number of model lev-
els is increased from 29 to 42. To achieve consistency with the control configuration
(cf. Section 3.1) and to reduce the complexity of the data-interface between MM5 and
CALMET the number of levels is reduced to 29 in the intermediate grids (domain B4a
and B4b).

Comparisons of several short-term simulations with radiosonde data indicated that
a smaller size of the outermost domain generally tends to better representations of air
temperature and humidity mixing ratio on upper-air levels in the inner domains (A2
and B2) (Gobiet et al., 2004; Truhetz et al., 2005). This is related to the degree of
freedom: the smaller the number of grid cells the smaller the degree of freedom and
therefore the larger the influence of the LBCs. Gobiet et al. (2004) and Truhetz et al.
(2005) derived their LBCs from global re-analysis data which also includes radiosonde
data. Therefore, their smaller outer domain led to smaller deviations from radiosondes.
This also highlights the importance of the choice of driving data.

The number of levels is increased, because the first part of setup B (domain B1
and B2) is one of the older configurations investigated in reclip:more. It is the first
configuration which was used for one-year simulations (Truhetz et al., 2005) and for
the first climate simulation (period 1981–1990) for the Alpine region. The simulation
results of domain B2 were used to develop empirical/statistical downscaling-methods
for temperature and precipitation published in Themeßl (2005). Later in reclip:more
the number of levels was decreased to 29 due to the higher demand of computational
resources and because MM5’s accuracy was not sacrificed (Gobiet et al., 2006).

Setup B is summarised in Table 3.3. Note, in addition to the changed geometric
setting the cumulus-parameterisation is turned off in the 5 km domains (B3a and B3b).
All other parameters stay on their values defined in the control configuration.

3.2.2 Dynamic Initialisation with 1 km Grid Spacing

In setup C the two intermediate 1 +km grids (cf. Section 2.2.2) for the two study regions
become two new model domains (domain C3a and C3b, cf. Figure 3.1b) where MM5
is actively operated. These grids are nested into MM5 the innermost domain of the
control configuration and are driven by LBCs derived from domain A2. But in contrast
to the usual operation of nested domains (e. g., Section 3.1), MM5 is newly initialised in
domain C3a and C3b at every stored time-slice found in the output-files of domain A2.
In addition, MM5 is iterated only several time-steps while the LBCs are kept constant,
i. e., the LBCs are representing a steady state: any depending variable (ϕ) on the
lateral boundaries remains on its value and its according time derivative (ϕ̇) is set to
zero. Hereby, the wind field is iteratively (i. e., dynamically) adopted to the orography.
Originally, this procedure was developed in the beginning phase of NWP during the
1970s to generate more realistic initial conditions. It belongs to a special group of
initialisation techniques known as “dynamic initialisation” (Pielke, 2002). Žagar and
Rakovec (1999) re-named the method to “dynamic adaptation” and used it to generate
highly resolved surface wind forecasts from coarser NWP data. However, the terminus
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Table 3.3: Discretisations and parameterisations of MM5 setup B. The cumulus parameteri-
sation is turned off in domain B3a and B3b. In domain B4a and B4b MM5 is not
operated; these grids are only used for interpolation.

MM5 (version 3.7.4) Discretisiation Domain Reference
B1 B2 B3a B3b B4a B4b Atmosphere

cumulus- Kain-Fritsch-2 grid cells X 50 82 40 43 145 141 top pressure 100

scheme shallow conv. IMM5 preft [hPa]

PBL-scheme ETA grid cells Y 50 58 40 37 85 121 sea-level press. 1000

JMM5 pref
slp

[hPa]

moisture- Reisner-1 grid spacing 45 15 5 5 1 1 sea-level temp. 275

scheme [km] T ref
slp

[K]

radiation- RRTM model levels 42 42 42 42 29 29 lapse rate 50

scheme KMM5 dTref

d(ln pref )
[K]

time steps [s] 120 40 13.33 13.33 – –

nest-type one-
way

one-
way

one-
way

one-
way

– –

dynamic adaptation is broadly used in numerous scientific fields. Even in atmospheric
sciences it is loaded by a different meaning: it is associated with changing discretisations
during model integration (e. g. Gopalakrishnan et al., 2002) and moving grids (e. g.
Tolman and Alves, 2005). To avoid confusions, setup C described in this section is
henceforth referred to as “dynamic initialisation”.

Assuming that steady-state LBCs are leading to steady states in the inner grid cells
of the model, where every variable reaches a constant value in time, dynamic processes
can be seen as a sequence of steady states. Hereby, local dynamic terrain-induced flow-
effects are taken into account as long as they are resolved by the model grid (i. e., the
1 km grids of domains C3a and C3b). Since only a few model iterations are necessary to
approximate a steady state the demand of the computational resources is significantly
lower than a full model integration. A further reduction of the computational costs can
be expected from more efficient model operation, because the time-slices associated
with each steady state become independent from each other.

If the physical conservation principals (cf. Section 2.1) are fulfilled and the model
represents a steady state, the Divergence Theorem of Gauss (Holland et al., 1993)

∫

V

(∇ · ~ϕ)dV =

∮

A

(~ϕ · ~n)dA (3.1)

is valid for any depending vectorial variable (~ϕ) (V denotes the volume of the model
domain and ~n the outer unit normal vector of the boundary surface A). Unfortunately,
this is usually not the case, since LBCs originate from coarser resolutions excluding
unresolved phenomena (cf. Section 2.1.1). Additional violations of the Divergence The-
orem arise from sources and sinks of diabatic heating, radiative fluxes, and diffusion
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(a) (b)

Figure 3.4: Evolution of selected variables in the Hohe Tauern region (domain C3a, green)
and in the Vienna Basin (domain C3b, orange) during model iteration driven by
steady-state LBCs. Both domains are initialised by results from domain A2 of
the control configuration (cf. Section 3.1) referring to June 10, 1999, 10:00 UTC.
The simulated domain-averaged quantities of (a) wind speed 10 m a.g.l. (solid
line), height of the PBL (dashed line), and (b) precipitable water are shown for
each iteration-step.

(cf. Section 2.1) which may be out of equilibrium on a higher resolved grid: for instance,
the Alpine pumping (cf. Section 1.1.2) generates a thermally driven diurnal cycle of in-
flows (

∮

A
(~v ·~n)dA < 0) during daytime and out-flows (

∮

A
(~v ·~n)dA > 0) during nighttime

if the boundary surface cuts the flows. However, reducing the number of grid cells and
laying the lateral boundaries through flat terrain with homogeneous topography helps
to reduce these inconsistencies (cf. Section 3.2.2). To guarantee numerical stability the
inconsistencies are additionally damped in a “nudging” zone extending up to 7 grid cells
from the lateral boundaries (Dudhia et al., 2005).

An impression, how MM5 in dynamic initialisation mode violates the steady-state
concept in domain C3a and C3b can be taken from Figure 3.4. The figure shows the
evolution of selected variables with respect to MM5’s iteration-step (representing a
time-step of 3 s) during weakly convective conditions late in the morning on June 10,
1999. On that day the Eastern Alps were influenced by a trough at higher levels over
Western Europe which enforced higher-level flows from southwest (ZAMG , 1999). The
simulated wind speeds and PBL-heights show different spin-up phases in the two study
regions with different amplitudes and durations (cf. Figure 3.4a), but they seem to
converge to some constant levels indicating the existence of steady-states in the model.
During this spin-up the initial state which is derived from domain A2 via interpolation
(cf. Section 2.2.2) is iteratively adjusted and the flow-effects of the higher resolved
topography are captured. However, the precipitable water (i. e., the vertical integral of
humidity mixing ratio weighted by air pressure) increases continuously (cf. Figure 3.4b).
Therefore, air moisture is obviously advected through the LBCs and accumulated within
the model domains in both study regions (

∮

A
(~v · ~n)dA < 0) violating the Divergence
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Table 3.4: Discretisations and parameterisations of MM5 setup C. It is based on setup A
(cf. Section 3.1), but in contrast MM5 is actively operated on the intermediate
grids (1 km × 1 km grid spacing) covering the two study regions (domain C3a
and C3b). The cumulus-parameterisation is turned off in domain C3a and C3b.

MM5 (version 3.7.4) Discretisiation Domain Reference
A1 A2 C3a C3c Atmosphere

cumulus- Kain-Fritsch-2 grid cells X 124 109 145 141 top pressure 100

scheme shallow conv. IMM5 preft [hPa]

PBL-scheme ETA grid cells Y 100 79 85 121 sea-level press. 1000

JMM5 pref
slp

[hPa]

moisture- Reisner-1 grid spacing 30 10 1 1 sea-level temp. 275

scheme [km] T ref
slp

[K]

radiation- RRTM model levels 29 29 29 29 lapse rate 50

scheme KMM5 dTref

d(ln pref )
[K]

time steps [s] 90 30 3 3

iterations – – 300 300

nest-type one-
way

one-
way

one-
way

one-
way

Theorem. Since, there is no clearly defined steady-state in the model and hence an
unique abort criterion for the iterations concerning all variables can hardly be found,
and in order to keep the demand of computational resources on a maintainable level the
number of model iterations is limited 300. After the first 300 iterations it is assumed
that at least the air flow has completed most of its spin-up phase in most parts of the
model domains.

In spite of noticeable uncertainties about the applicability of dynamic initialisation, it
is assumed to generate more realistic data fields on the intermediate 1 km grid than the
original interpolation-based re-gridding step defined in Section 2.2.2. The parameters
of setup C are summarised in Table 3.4.

3.3 Improvements of the Diagnostic Model

In order to focus on the most promising modifications (apart from the divergence min-
imisation scheme) to overcome CALMET’s weaknesses their potential of improvement
are discussed. By means of the relative uncertainty arising from each weakness this
potential is quantified and its propagation through the model is estimated. For conve-
nience, the superscript “CAL” is omitted in this section.

There are three central parameterisations in CALMET affecting the downscaled wind
fields:

• the vertical gradient of the vertical velocity component (dW/dZ) (in CALMET’s
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terrain-following coordinate system) based on the parameterisation for the initial
vertical velocity (w0) via equations (2.24) and (2.25), given at the lowest model
level (k = 1) by

dW0,(k=1)

dZ

(
Z(k=1)

)
= −α

(

~V0,(k=1) · ∇ht

)

√
g
θ0

dθ0
dZ

exp
(

−
√

g
θ0

dθ0
dZ

Z(k=1)

V 0

)

V 0

, (3.2)

• the parameterisation of slope-flow velocities (Ssf ) from

Ssf = 3

√

Qhgr
sinαsl

ρcpT (CD + ec)
(1− e−r/Le) with Le =

dsf
CD + ec

(3.3)

(cf. equation (2.28)), and

• the calculation of the local Froude-number (Fr) based on the horizontal compo-
nents of the divergence-free wind field (U2, V2), given by

Fr =

√

(U2)2 + (V2)2
√

g
θ0

dθ0
dZ

∆ht

with ∆ht = hmax − Z(k=1) , (3.4)

which is used as a criterion to distinguish between flow-over and flow-around
patterns (cf. equation (2.36) and (2.25)).

The uncertainties of these parameters based on uncertainties of their depending vari-
ables can conceptually be estimated by partial differentiation: Let A = A(ϕ) be one of
the parameters calculated as a function of its depending variable (ϕ). The uncertainty
of A (referred to as ∆(A)ϕ) is then given by its partial derivative ∂A(ϕ)/∂ϕ times the
uncertainty of ϕ (referred to as ∆ϕ):

∆(A)ϕ =
∂A(ϕ)

∂ϕ
∆ϕ . (3.5)

Hence, the relative uncertainty of A (defined as ∆r(A)ϕ = ∆(A)ϕ/A) can be ex-
pressed in terms of the relative uncertainty of ϕ (defined as ∆rϕ = ∆ϕ/ϕ) by

∆r(A)ϕ =

(
ϕ

A(ϕ)

∂A(ϕ)

∂ϕ

)

︸ ︷︷ ︸

p

∆rϕ , (3.6)

defining a proportionality factor (or sensitivity coefficient) (p) between the rela-
tive uncertainties (∆r(A)ϕ and ∆rϕ). If A is a function of multiple variables (A =
A(ϕ1, ϕ2, . . . )), their proportionality factors (p1, p2, . . . ) give the influences of the un-
certainty of each variable (∆rϕ1, ∆rϕ2, . . . ) on the total uncertainty of A (∆r(A)):
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∆r(A) =

(
ϕ1

A

∂A

∂ϕ1

)

︸ ︷︷ ︸

p1

∆rϕ1 +

(
ϕ2

A

∂A

∂ϕ2

)

︸ ︷︷ ︸

p2

∆rϕ2 + . . . . (3.7)

A ranking of the variables to express their importance for the calculation of A may be
found by means of the magnitudes of their proportionality factors. If the magnitudes
are >1 (<1), the uncertainties are amplified (damped) and hence promising (negligible)
improvements are indicated.

Table 3.5 shows the formulae and the expected ranges of numeric values of the
proportionality factors (sensitivity coefficients) of CALMET’s major parameterisations
for the lowest model level (k = 1) based on the control configuration (cf. Section 3.1),
CALMET’s default values (cf. Section 2.2.2), the International Standard Atmosphere
(ISA) (ISO , 1972), and an observed strongly stable PBL during inversion-breakup (see
below). It reflects the vital importance of the initialisation wind field (represented
by ~V0,(k=1)): uncertainties of ~V0,(k=1) are transmitted without damping, independently
from atmospheric conditions. The same is valid for the user-defined damping factor α,
and an intermediate (after the application of the divergence minimisation scheme and
the slope-flow parameterisation) wind field (|~V2|) for the Froude-number calculation.
Uncertainties of the vertical-averaged initialisation wind field (V 0) have the similar
effects as ~V0,(k=1), however, their magnitudes depend on atmospheric conditions: in
the weakly stable ISA (dθ0/dZ ≈ 0.0033 K/m; N ≈ 0.01 s-1) they are most strongly
pronounced, but they have an inverse sign and therefore the uncertainties from ~V0,(k=1)

are partly compensated. The magnitudes of the sensitivity coefficients for temperature
and its lapse rate are smaller than 1 in most cases: even for the ISA they are limited
to 0.5 for CALMET’s lowest full-k-level (20 m a.g.l.) (if V 0 is assumed to be 10 m/s).
In exceptional cases under strongly stable conditions with very low wind speeds, the
magnitudes of these factors may vanish: e. g., Whiteman et al. (2004), who observed a
breakup of a strong nighttime inversion in a very narrow Alpine doline, the Grünloch
in the Eastern Alps, Austria, during the 3 June 2002, report dθ0/dZ ≈ 0.12 K/m.
With their observed mean wind speed of ∼0.5 m/s N becomes ∼0.052 s-1 leading to
proportionality factors ≈0.0. However, due to the iterative divergence-minimisation
scheme (cf. equations (2.26) and (2.27)) the uncertainties of dW0/dZ do not directly
affect the horizontal wind speeds. In general, analytical expressions for the propagation
of such uncertainties throughout iterative algorithms are difficult to derive, thus Monte-
Carlo methods are usually applied to estimate the overall effect of uncertainties on
the simulation results. Since an impression of the importance of the vertical wind
component’s uncertainties may be taken from Table 3.5 any further investigation of
the error propagation by means of Monte-Carlo methods is skipped.

The slope-flow calculation is most sensitive against the distance from the crest (r)
(the proportionality factor lies between 1/3 and 2/3, depending on the thickness of the
slope-flow and the drag coefficient) and it is lesser sensitive against uncertainties of the
sensible heat flux (Qh), the air density (ρ), and the air temperature (T ), since these
uncertainties are damped by a factor of 1/3. Since thermal driven slope-flows usually
reach velocities ∼2.5 m/s (cf. Section 1.1.3), modelled wind fields with low velocities
are more affected by improperly simulated slope-flows.
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Table 3.5: Sensitivity of selected parameterisations of CALMET (at the lowest model level)
expressed in terms of sensitivity coefficients of their variables. Numeric data for
the sensitivity coefficients calculated from CALMET’s default values, the control
configuration v0 (cf. Section 3.1), the weakly stable International Standard Atmo-
sphere, and a strongly stable PBL during inversion-breakup (see text) are shown.
Note, the gradient of the vertical velocity component is calculated prior to the
application of the iterative divergence-minimisation scheme (cf. Section 2.2.2).

Parameterisation Variable
Sensitivity

Coefficient

Numeric

Value [1]

gradient of the ~V0,(k=1) 1 1.0

vertical velocity α 1 1.0

component V 0
Z
V 0

N − 1 −1.0,≈ 0.0

(dW0,(k=1)/dZ) T 1
2

(
Z
V 0

N − 1
)

−0.5,≈ 0.0

dθ0/dZ
1
2

(

1− Z
V 0

N
)

0.5,≈ 0.0

velocity of Qh 1/3 1/3

slope-flow ρ −1/3 −1/3

(Ssf ) T −1/3 −1/3

dsf − (CD+ec)r

3dsf

(

exp(
(CD+ec)r

dsf
)−1

) 0.0,≈ −0.025

r 1
3

[

1 + (CD+ec)r

3dsf

(

exp(
(CD+ec)r

dsf
)−1

)

]

1/3, 2/3

CD
1
3
CD

[

r

dsf

(

exp(
(CD+ec)r

dsf
)−1

) − 1
CD+ec

]

0.0,−1/3

ec
1
3
ec

[

r

dsf

(

exp(
(CD+ec)r

dsf
)−1

) − 1
CD+ec

]

0.0,−1/3

Froude-number |~V2| 1 1

(Fr) T |~V2|/(2T ) 0.0,≈ 0.1

dθ0/dZ −1/2 −1/2



61 3.3 Improvements of the Diagnostic Model

The Froude-number calculation is most sensitive against flow velocity and temper-
ature lapse rate. However, the impact on the modelled wind fields is expected to be
small in general, because the application of the Froude-number-criterion to distinguish
between flow-over and flow-around patterns is limited to stable conditions (dθ0/dZ > 0)
and it does only affect the modelled wind direction.

As mentioned at the beginning of Chapter 3, one of CALMET’s weaknesses is the
potential temperature lapse rate (dθ0/dZ) which is kept constant throughout the model
domain. This seems to neglect any spatial distribution of the stability of the PBL.
However, in CALMET uncertainties of dθ0/dZ only affect the calculation of dW/dZ
and Fr. Since the uncertainties of dθ0/dZ are damped by a factor of at most 0.5
(cf. Table 3.5) and may have opposing signs, spatially varying temperature lapse rates
are expected to have small impacts on the simulated wind fields. Larger impacts are
expected from the air density (ρ) which is currently fixed at 1.225 kg/m3 during slope-
flow calculation and hence does not take account for orographic effects: although the
uncertainty of ρ is damped by -1/3 (cf. Table 3.5), ρ is permanently overestimated.
Therefore, the velocities of the slope flows are consequently underestimated. Based on
the ISA and the model orography, the relative uncertainty of ρ varies between 5 % and
30 % in the Hohe Tauern region leading to underestimations of the slope flows between
1.7 % and 10 % (5.4 % on average). In the Vienna Basin these effects are smaller
than 1 % in average due to the lower surface altitudes (cf. Section 3.1). Because of
the systematical influence of the improper air density, its calculation is adjusted in
Section 3.3.1 defining the first improved version of CALMET, which is selected for
further investigations.

The sensible heat flux (Qh) is also only used for the slope-flow parameterisation.
Analogously to the air density the uncertainty of Qh is damped by a factor of 1/3
(cf. Table 3.5). However, since the calculation of Qh is based on externally given con-
stants and on a cloud-cover parameterisation which is questionable for meteorological
simulations on micro-scale, the magnitude of Qh’s uncertainties may be large and in-
duce significant random errors in the modelled wind fields. Therefore, the calculation
of Qh is re-considered in Section 3.3.2, which defines the second improved version of
CALMET.

Since the initialisation fields show the highest proportionality factors (cf. Table 3.5),
the third improvement of CALMET is related to an re-considered generation of both,
the initial wind fields and the temperature fields. Due to the modifications, described in
detail in Section 3.3.3, this improvement enables to fundamentally reduce uncertainties
arising from neglected local topographic effects and opens up a broad spectrum of
possible future improvements.

3.3.1 Re-Considered Calculation of the Air Density

The re-considered calculation of the air density defines the first CALMET variant,
referred to as v1. It consists of a simple approximation based on the ideal gas law
for dry air to take account for the main orographic effect, i. e., the reduction of pres-
sure and temperature due to an increasing altitude. By calculating the air density
from temperature (T 1km) and pressure (p1km) on the intermediate 1 km grid of MM5
(cf. Section 2.2.2) the actual weather conditions are taken into account as well. This
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orographically affected instantaneous air density (ρ1km) is defined by

ρ1km = p1km
Rd

T 1km
, (3.8)

with the gas constant for dry air (Rd = 287.04 J/kgK). It is used to substitute ρ in
the slope-flow parameterisation (equation (2.28)). Since the slope-flows are expected
to be quite shallow (the spatially varying depth of the flows are limited to 5 % of the
drop of the altitude from the crest), the air density of the flow is simply approximated
by the air density at 2 m above model surface (any vertical averaging throughout the
slope-flow depth is neglected). Thereby, T 1km and p1km are extrapolated prior to the
application of equation (3.8). The pressure at 2 m is derived from the lowest two
σ-levels of MM5 (Z1km

(KMM5) and Z1km
(KMM5−1)) via an logarithmic extrapolation:

p1km(2m) = p1km(KMM5) exp

(

−
2− Z1km

(KMM5)

Z1km
(KMM5−1)

− Z1km
(KMM5)

ln

(
p1km(KMM5)

p1km
(KMM5−1)

))

. (3.9)

The temperature at 2 m is derived following the same concept as it is used to generate
CALMET’s initialisation fields from the intermediate 1 km grid (cf. Section 2.2.2): i. e.,
the dry-adiabatic lapse rate is used during daytime, the parameterisation for nocturnal
inversion from Stull (1983) is used during nighttime. After ρ1km(2m) is calculated from
p1km(2m) and T 1km

(2m) it is interpolated horizontally via an inverse-distance method onto
CALMET’s highly resolved grid.

The re-considered calculation of the air density is embedded into the vertical interpo-
lation routines which are performed during the generation of CALMET’s initialisation
fields.

3.3.2 Re-Considered Calculation of the Sensible Heat Flux

The re-considered calculation of the sensible heat flux defines the second CALMET
variant, referred to as v2. Hereby, both original approaches from Holtslag and van Ulden
(1983), the flux-calculation based on the net-radiation and the Bowen-ratio during
daytime from equation (2.29) and the calculation based on the flux-temperature during
nighttime from equation (2.32), are substituted by a unified calculation based on short-
and long-wave radiation and heat fluxes from MM5.

Looking into details, the calculation of the sensible heat flux on CALMET’s grid
(Qh) is substituted by solving the energy budget equation at the surface with respect
to Qh:

Qh = Q∗ −Ql −Qg , (3.10)

with Q∗ as net-radiation, Ql as latent heat flux, and Qg as ground heat flux, which is
the same starting point as in the original (daytime) approach. However, the original
parameterisations for Q∗, Ql, and Qg are now substituted by quantities from MM5 inter-
polated onto the intermediate 1 km grid with respect to some local influence. Q∗ (on the
CALMET grid) is calculated from MM5’s incoming short-wave radiation (direct plus
diffuse) (Q1km

SW ), incoming and outgoing long-wave radiation (Q1km
LW ↓ and Q1km

LW ↑, re-
spectively) (interpolated onto the CALMET grid via the same inverse-distance method
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as mentioned in Section 2.2.2), and CALMET’s surface albedo (ACAL) from equation
(2.35):

Q∗ =
(
1− ACAL

)
Q1km

SW +Q1km
LW ↓ −Q1km

LW ↑ . (3.11)

Since MM5 does not comprise the outgoing long-wave radiation in its output-files,
Q1km

LW ↑ is calculated from a simple parameterisation described in Pielke (2002) based
on the incoming long-wave radiation (Q1km

LW ↓), the ground temperature (T 1km
g ), the

surface emissivity (ǫ1km), and the Stefan-Boltzmann constant (σ):

Q1km
LW ↑= ǫ1kmσ

(
T 1km
g

)4
+
(
1− ǫ1km

)
Q1km

LW ↓ . (3.12)

Hereby, ǫ1km is taken from an external table that coarsely reflects the behaviour of
an annual cycle by taking account for winter and summer season. This table, as it
is implemented in the current version of MM5 (version 3.7.4) (Dudhia et al., 2005),
is shown in Table 3.6. It shows the dependency of the surface emissivity from the
earth’s surface cover defined by a global land-use classification-scheme from the USGS
(Anderson et al., 1976)

In addition to the seasonal and land-use-depending variability, ǫ1km is modified by
snow-cover following MM5’s internal rule: if the simulated water equivalent of snow
is larger than 0.0, ǫ1km is set to 0.9, otherwise it remains on its seasonal-depending
(snow-free) initial value.

Note in the case CALMET is driven by the dynamic-initialisation-variant of MM5
(domains C3a or C3b with 1 km grid spacing) (cf. Section 3.2.2) Q1km

SW , Q1km
LW ↓, and

T 1km
g are interpolated from domain A2 (10 km grid spacing), because MM5 is not fully

operated in domains C3a and C3b and the effect of MM5’s hourly re-initialisation on
the quality of these variables is not well known due to the general violation of the
steady-state-concept (cf. Section 3.2.2).

3.3.3 Altered Interpolation Scheme for Initialisation Fields

As described in Section 2.2.2 the intermediate fields on the 1 km grid are firstly verti-
cally interpolated from their terrain-following σ-levels of MM5 to CALMET’s terrain-
following height-above-ground-levels. Secondly, they are horizontally interpolated to
bridge the gap between the 1 km grid and the higher resolved CALMET grid. This
sequence is reversed as described in this chapter, which defines the third CALMET
variant, referred to as v3.

In this new interpolation scheme the fields from the intermediate 1 km grid are
firstly interpolated horizontally. Thereby, horizontal wind speed, wind direction, air
temperature, and pressure are interpolated using an inverse-distance method:

ϕCAL
0 =

4∑

i=1

1

rCAL
1km,i

ϕ1km
i

4∑

j=1

1

rCAL
1km,j

, (3.13)

where ϕCAL
0 refers to each variable of the initialisation fields on each CALMET grid
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Table 3.6: MM5 surface emissivity (ǫ1km) in terms of a global land-use classification scheme
from the USGS (Anderson et al., 1976) with respect to summer (April 15 – Oc-
tober 13) and winter (October 14 – April 14) season. From (Dudhia et al., 2005).

USGS category ǫ1km [m] summer ǫ1km [m] winter

urban and built-up land 0.880 0.880
dry-land crop-land and pasture 0.985 0.920
Irrigated Crop-land and Pasture 0.985 0.930
Mixed Dry-land/Irrigated Crop-land 0.985 0.920
and Pasture
Crop-land/Grassland Mosaic 0.980 0.920
Crop-land/Woodland Mosaic 0.985 0.930
Grassland 0.960 0.920
Shrub-land 0.930 0.930
Mixed Shrub-land/Grassland 0.950 0.930
Savanna 0.920 0.920
Deciduous Broad-leaf Forest 0.930 0.930
Deciduous Needle-leaf Forest 0.940 0.930
Evergreen Broad leaf Forest 0.950 0.950
Evergreen Needle-leaf Forest 0.950 0.950
Mixed Forest 0.970 0.930
Water Bodies 0.980 0.980
Herbaceous Wetland 0.950 0.950
Wooded Wetland 0.950 0.950
Barren or Sparsely Vegetated 0.900 0.900
Herbaceous Tundra 0.920 0.920
Wooded Tundra 0.930 0.930
Mixed Tundra 0.920 0.920
Bare Ground tundra 0.900 0.900
Snow or Ice 0.950 0.950
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cell surrounded by its four nearest-neighbouring values (ϕ1km
1,...,4) of the 1 km grid in

distances of rCAL
1km,1,...,4. The wind direction (φ1km) is interpolated in the same manner,

however it is modified to take account for its cyclicality (Fisher , 1995):

φCAL
0 = arctan









4∑

i=1

1

rCAL
1km,i

sin(φ1km
i )

4∑

i=1

1

rCAL
1km,i

cos(φ1km
i )









. (3.14)

In addition, the altitudes of the σ-levels, the PBL, and the model surface of the
1 km grid are interpolated by equation (3.13) as well. By means of these variables and
the shift from height above ground to altitude topographic effects due to CALMET’s
highly resolved grid may be taken into account more properly and additional meteoro-
logical elements and their temporal variability from MM5 may be introduced. Based
on differences in altitude between the CALMET levels and the σ-levels the vertical
interpolation is performed in the second step. Temperature, wind speed, and wind di-
rection are inter- and extrapolated in the same way as described in Section 2.2.2: i. e.,
linear interpolations in altitude for temperature and wind direction between adjacent
σ-levels, the cubic-spline interpolation for wind speed, and the daytime/nighttime-
depending extrapolation for temperature on altitudes lower than the lowest σ-level.
The extrapolation of the wind speed follows the original logarithmic-profile-concept
(cf. Section 2.2.2) in an improved manner. It differs in two ways from the original
formulae (equation (2.20)): a) CALMET’s surface roughness lengths (zCAL

0 ) are used
instead of the roughness lengths on the 1 km grid (z1km0 ) and b) the extrapolation is
performed on all CALMET levels with a lower altitude than the turbulent surface-layer
of the PBL (cf. Figure 1.2). This has the advantage to partly correct the misleading
representation of the PBL-height due to the highly resolved orography (cf. Figure 2.2)
and to capture the PBL’s temporal variability based on the MM5 simulation. Fol-
lowing Pielke (2002) the required height of the surface-layer is estimated with 1/10 of
the PBL-height. To restrict the effect of the altered interpolation scheme purely on
the initialisation fields for wind speed and direction and to achieve conformity with
the control-configuration (v0), the vertical temperature lapse rate is averaged over the
CALMET grid after initialisation.





4 Evaluation of the Wind
Downscaling Method and Its
Variants

In order to evaluate the dynamic-diagnostic wind downscaling method (cf. Section 2.2)
and its versions defined in Chapter 3 they are driven by LBCs derived from the
global re-analysis dataset ERA-40 (Uppala et al., 2004). ERA-40 is the output of a
global dynamic model of the ECMWF where worldwide ground-based, air-borne, and
remotely sensed observational data have been assimilated via variational algorithms
(cf. Section 2.1) during model integration. Due to the high number of assimilated ob-
servations ERA-40 is supposed to be the most reliable re-analysis data representing the
atmospheric states throughout the period 1957 to 2002.

Based on one-year simulations in the Hohe Tauern region and in the Vienna Basin the
downscaling errors and their characteristics are derived by means of model-observation
comparisons. This allows to judge each single method improvement step by step and
provides insights into the simulation processes and their strengths and weaknesses.
In the face of climate change effects on near surface winds the long-term behaviour
of the downscaling method and its possible impacts on the climate change signal are
investigated by means of a 10-year simulation in the Vienna Basin.

A description of the experimental setup including the concept of evaluation as well
as a summary of the statistical measures used to analyse the model errors can be found
in the following section. The used observation data, sources of their uncertainties,
and the applied method to reduce the number of invalid individual data records in
accordance to the observation accuracy are described in Section 4.2. Section 4.3 pro-
vides the evaluation results by reviewing the observed model errors in relation to the
different downscaling variants. Section 4.4 introduces a method for error correction,
and discusses the impact of model errors on climate change effects. A summary of the
most important evaluation results, strengths and remaining weaknesses of the wind
downscaling method and its variants, conclusions about the added value due to the
methods’ improvements, a discussion about the methods’ applicability with respect to
the complexity of the study region’s topography, and the most promising combination
of the dynamic and diagnostic models for future work can be found in Section 4.5.

4.1 Experimental Setup and Evaluation Strategy

The experimental setup consists of the control configuration Av0 and its variants con-
cerning MM5 (setup B and C) and CALMET (variant v1, v2, and v3) (cf. Figure 3.1
and Chapter 3), which are applied on ERA-40 to generate highly resolved wind fields
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(a) (b)

Figure 4.1: Model orography (200 m × 200 m grid spacing) and observation stations
(coloured circles; cf. Table 4.1) in the (a) Hohe Tauern region and in the (b)
Vienna Basin. The green marked stations are used to evaluate one-year simu-
lations (period: Jan 1 to Dec 31, 1999), the magenta stations are used for the
climate simulation (period Jan 1, 1981, to Dec 31, 1990).

(200 m × 200 m grid spacing). These wind fields (representing grid-cell-averaged in-
stantaneous model values, cf. Section 2.2) are compared to observed wind speeds and
directions from surface observation stations provided by the Austrian meteorological
service, the Central Institute for Meteorology and Geodynamics (ZAMG), and the In-
stitute for Meteorology and Geophysics, University of Innbruck, Austria, (cf. Figure 4.1
and Table 4.1) in order to obtain the error of the wind downscaling method. Thereby,
the 3-dimensional modelled air flows are interpolated to the points of the anemome-
ters of the stations via bi-linear (horizontal) and cubic-spline (vertical) interpolation
(cf. Section 2.2).

Based on statistical analyses of the downscaling-error the most promising combina-
tion of MM5-setups and CALMET-variants is acquired. However, due to the lack of
computational resources the simulation period and the number of simulations are lim-
ited. In order to capture a broad range of the spectrum of possible weather-phenomena
and hence to test the downscaling-methods under numerous different meteorological
conditions the simulation periods cover the hole year 1999 (Jan 1, 1999, 00:00 UTC
to Dec 31, 1999, 23:00 UTC). As a compromise between the technically available disk-
space and the number of simulated weather-phenomena the storage-interval is set to
1 hour. The number of simulations is reduced to 6 by identifying the most promising
MM5-setup at first (and keeping CALMET in its control variant v0) and testing the
different CALMET-variants driven by this MM5-setup to retrieve the most promising
CALMET-variant. As a result the approximately best MM5/CALMET-combination
is found.

Furthermore, a climate simulation (period Jan 1, 1981 00:00 UTC to Dec 31, 1990,
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Table 4.1: Meta-information of the observation stations in the Hohe Tauern region and the
Vienna Basin used to evaluate one-year simulations (period Jan 1 to Dec 31, 1999)
and a climate simulation (period Jan 1, 1981, to Dec 31, 1990). Name of station,
internal abbreviation (Abbr.), latitude (ϕ), longitude (λ), surface altitude (Alt.),
anemometer height a.g.l. (h), and the World Meteorological Organisation (WMO)
identification number are listed (cf. Figure 4.1).

Name of station Abbr. ϕ [◦] λ [◦] Alt. [m] h [m] WMO
Hohe Tauern region – one year simulation (period: Jan 1, 1999, 00:00 UTC to Dec 31, 1999, 23:00 UTC)

Innsbruck-Flugplatz IF 47.2575 11.3536 579.0 32.0 11120
Patscherkofel PK 47.2097 11.4617 2247.0 7.0 11126
Hahnenkamm-Ehrenbachhöhe HK 47.4192 12.3619 1790.0 10.0 11135
Rudolfshütte RH 47.1339 12.6256 2304.0 10.0 11138
Zell am See ZS 47.3267 12.7950 766.0 12.0 11144
Schmittenhöhe SH 47.3297 12.7367 1973.0 12.0 11340
Sonnblick SB 47.0544 12.9581 3105.0 14.0 11343
Ellbögen EB 47.1875 11.4294 1080.0 10.0 –
Vienna Basin – one year simulation (period: Jan 1, 1999, 00:00 UTC to Dec 31, 1999, 23:00 UTC)

Großenzersdorf GE 48.1994 16.5619 155.0 10.0 11037
Gumpoldskirchen GK 48.0408 16.2828 218.0 10.0 11082
Leiser Berge LB 48.5603 16.3719 457.0 25.0 11083
Lilienfeld/Tarschberg LT 48.0167 15.5833 681.0 10.0 11078
Neusiedl am See NE 47.9425 16.8578 135.0 18.0 11194
St. Pölten SP 48.1803 15.6111 285.0 10.0 11028
Wien-Hohe-Warte HW 48.2486 16.3564 203.0 35.0 11035
Wien-Unterlaa WU 48.1275 16.4228 200.0 15.0 11040
Zwerndorf ZD 48.3378 16.8322 146.0 10.0 11085
Vienna Basin – climate simulation (period: Jan 1, 1981, 00:00 UTC to Dec 31, 1990, 23:00 UTC)

Großenzersdorf GE 48.1994 16.5619 155.0 10.0 11037
Neusiedl am See NE 47.9425 16.8578 135.0 18.0 11194
Seibersdorf SD 47.9767 16.5075 185.0 15.0 11387
Wien-Innere-Stadt WI 48.1194 16.3672 171.0 52.0 11034
Wien-Hohe-Warte HW 48.2486 16.3564 203.0 35.0 11035

23:00 UTC) is conducted with the control configuration Av0 for the Vienna Basin and
evaluated by means of surface observation stations (cf. Figure 4.1) in order to estimate
the long-term behaviour of error statistics, to provide basic information for finding a
proper error correction method, and to obtain general information about the impact
of the downscaling-error on a climate change signal calculated by the presented wind
downscaling method.

Since the major objective of the downscaling method focuses on the generation of
wind climatologies a set of (time-independent) statistics neglecting any temporal corre-
lation defines the fundamental basis of the evaluation. This set consists of biases (V bias,
φbias) and frequency distributions for horizontal wind speed and direction (cf. Table 4.2).
For the sake of completeness some temporal-correlated (time-dependent) statistics are
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Table 4.2: Evaluation statistics for wind vectors ~V based either on horizontal wind compo-
nents (u,v) or on wind speed (V = |~V |) and direction (φ). The statistics are
calculated for modelled (index m) and observed (index o) data. Direction-related
statistics are adopted from Fisher (1995).

Statistic Formulae
Basic definitions

Difference (error)
of wind speed Vd = Vm − Vo

Difference (error)
of wind direction φd = tan−1

(
sin(φm−φo)
cos(φm−φo)

)

Time-independent statistics

Mean
wind speed V = 1

N

∑N
i=1 Vi

Mean
wind direction φ = tan−1

(
∑N

i=1 sinφi
∑N

i=1 cosφi

)

Standard deviation
of wind speed sV =

√
1

N−1

∑N
i=1(Vi − V )2

Standard deviation
of wind direction sφ =

√
√
√
√−2 ln

(

1
N

√
(
∑N

i=1 sinφi

)2

+
(
∑N

i=1 cosφi

)2
)

Standard deviation
of wind vector s~V =

√

s2u + s2v su, sv standard deviations of u and v

Normalised standard
deviation of wind vector s~V ,n =

s~V ,m

s~V ,o

Mean difference (Bias)
of wind speed V bias = V m − V o = V d

Difference (Bias) of
mean wind direction φbias = tan−1

(
sin(φm−φo)

cos(φm−φo)

)

Mean of directional
differences φd = tan−1

(
∑N

i=1 sinφd,i
∑N

i=1 cosφd,i

)

6= φbias

Time-dependent statistics

Pearson’s correlation
coefficient for wind speed rV =

1
N−1

∑N
i=1(Vm,i−V m)(Vo,i−V o)

sV,msV,o

Correlation coefficient
for wind vector r~V =

1
N−1

∑N
i=1(um,i−um)(uo,i−uo)+(vm,i−vm)(vo,i−vo)

s~V ,m
s~V ,o

Root mean square error
for wind vector

~Vrmse =
√

1
N

∑N
i=1(um,i − uo,i)2 + (vm,i − vo,i)2

Standard deviation of
wind speed differences sV,d =

√
1

N−1

∑N
i=1(Vd,i − V d)2

Standard deviation of
directional differences sφ,d =

√
√
√
√−2 ln

(

1
N

√
(
∑N

i=1 sinφd,i

)2

+
(
∑N

i=1 cosφd,i

)2
)
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additionally calculated to provide some insights into the dynamics of the simulated pro-
cesses. These include the vectorial root mean square error (~Vrmse), standard deviations
for velocity-related and directional errors (sV,d, sφ,d, and s~V ,n), and velocity-related and
vectorial correlation coefficients (rV and r~V ) (cf. Table 4.2). Hereby, s~V ,n and r~V are
plotted in a polar-diagram, the Taylor-diagram (Taylor , 2001) where the polar-angle
is given by arccos (r~V ) and the radius refers to s~V ,n.

The quality of the frequency distributions for wind speed are expressed in terms
of the Kolmogorov-Smirnov statistic (KSV ) which is defined as the maximum of the
absolute differences between two cumulative distribution functions (cdf1(V ), cdf2(V ))
of wind speed (V ) (Press et al., 1992):

KSV = max
0<V <∞

|cdf1(V )− cdf2(V )|
with KSV ∈ [0, 1].

(4.1)

From equation (4.1) it can be seen that smaller deviations between two different
distributions are indicated by smaller values of KSV . If modelled and observed dis-
tributions are used as cdf1(V ) and cdf2(V ), KSV provides an objective measurement
to judge the quality of the model’s results. Note KSV is more sensitive for devia-
tions of V . To have a similar measurement for the comparison of two distributions of
wind direction the Kuiper statistic (KPφ) is used. KPφ is a modified version of the
Kolmogorov-Smirnov statistic which is equally sensitive for all data ranges. Therefore,
it implicitly takes account for the cyclicity of wind directions. It is defined by (Press
et al., 1992):

KPφ = max
0<φ<360

|cdf1(φ)− cdf2(φ)|+ max
0<φ<360

|cdf2(φ)− cdf1(φ)|,
with KPφ ∈ [0, 1].

(4.2)

KPφ has the same property as KSV : the smaller its value, the smaller the deviations
between the two distributions.

In order to judge deviations between modelled and observed distributions and to
inter-compare different model configurations the probabilities (PKS and PKP for the
Kolmogorov-Smirnov statistic and the Kuiper statistic, respectively) that two distri-
butions are drawn from the same sample (with N values) is given by (Press et al.,
1992):

PKS = 2
∞∑

j=1

(−1)j−1 exp (−2j2λ2) with

λ =

[√

N

2
+ 0.12 + 0.11

√

2

N

]

KSV

(4.3)

and
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PKP = 2
∞∑

j=1

(4j2λ2 − 1) exp (−2j2λ2) with

λ =

[√

N

2
+ 0.155 + 0.24

√

2

N

]

KPφ .

(4.4)

To judge whether two values for KSV (KPφ) significantly deviate from each other
PKS (PKP ) a significance-level of 0.05 is selected which must not be exceeded.

Hypothesis-tests for indicating significant changes in V bias, φbias, rV , sV,d, and sφ,d
are set aside, because critical core characteristics of the underlying data violate some
fundamental assumptions of commonly used tests. In general, wind speeds are non-
normally and non-symmetrically distributed. This excludes the application of many
parametric tests, like Student’s t-test and Fisher’s f-test. In addition, the distributions
may have different shapes which is a requirement for many non-parametric tests, like
the Wilcoxon Rank Sum test (Sachs and Hedderich, 2006), or have largely deviating
mean values which is a requirement for testing deviations in variances, like the Siegel-
Turkey test (Sachs and Hedderich, 2006). Other uncertainties preventing from clear
evaluation may arise from the limited accuracy of the underlying observational data:
multiple bindings between data values and rank numbers may occur due to limited
accuracy of observational data and hence may reduce the reliability of non-parametric
tests. Tests for significant changes in φbias and sφ,d are even more complicated, since
the cyclicity of wind direction has to be considered. Parametric circular tests are based
on the van Mises distribution, which is the circular analogon of the normal distribution,
and non-parametric tests require at least uni-modal distributions (Fisher , 1995; Gaile
and Burt , 1980). Due to the numerous influences which near-surface winds are exposed
to (cf. Section 1.1.2 and Section 1.1.3), uni-modally structured distributions of wind
directions cannot be expected to be found excluding most of the circular test.

In order to derive station-averaged quantities the station-based statistics are pooled
together: biases, Kolmogorov-Smirnov- and Kuiper-statistics are calculated via arith-
metic means, standard deviations and the root mean square errors are quadratically
averaged, and the correlation coefficients are derived by means of the Fisher-Z Trans-
formation (Leonhart , 2004).

4.2 Observation Data and Their Uncertainties

In order to evaluate simulations by means of observations, modelled and observed values
have to refer to the same physical quantities. Moreover, processes which the model is
unable to capture have to be sorted out from observations as far as possible, otherwise
no evidence can be drawn from the evaluation. In the case of the wind downscaling
method the representativeness for each specific measuring site has to be fulfilled by
both, the observations and the model grid with its limited resolution. The representa-
tiveness of an observation is fulfilled when the effects of internal boundary layers (IBL)
(cf. Section 1.1, Section 2.1.1) and downstream wakes of obstacles are negligible. In
practise, this is achieved when surrounding obstacles are far away from the site and the
anemometer is installed high enough. The World Meteorological Organisation (WMO)
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(a) (b)

Figure 4.2: Identification of an unrepresentative observation station (black point) in the Vi-
enna Basin (Krems, Lower Austria, 15.6208◦E, 48.4183◦N) due to topographic
inhomogeneities represented by the CORINE land cover data set CLC2000.
Changes of CLC2000 occur within a radius of 10 times the anemometer height
(i. e., 100 m) on (a) the original CLC2000 grid (100 m × 100 m grid spacing)
and on (b) the grid of the diagnostic model (200 m × 200 m grid spacing).

suggests a distance between the anemometer and any obstruction of at least 10 times
the obstruction’s height for over-land-anemometers (in 10 m a.g.l.) in open terrain
as a standard exposure. In cases, where the “[...] standard exposure is unobtainable,
the anemometer might be installed at such a height that its indications should be not
too much affected by local obstructions [...]” (WMO , 2006). It is further suggested to
place “[...] the anemometer at a height exceeding 10 m by an amount depending on the
effective surface roughness length z0 of the surroundings: about 13 m if z0 = 0.1 m,
and about 19 m if z0 = 0.5 m”. Dobesch and Kury (2006) suggest at least a distance
of 150 m to the closest obstacle (for wind speeds >5 m/s), no obstacles closer than 15
times the obstacle’s height, and anemometer heights ≥20 z0. The representativeness of
the model grid is supposed to be fulfilled when the SBCs (cf. Section 2.2) of the model
approximate the natural conditions well enough.

To reduce the effects of both, improper represented observations and misleading
SBCs around the observations, the sites with topographic inhomogeneities within a
radius of 10 times the anemometer height on the CALMET grids (200 m × 200 m
grid spacing) and in nature are excluded from evaluation. Since the SBCs in nature
are difficult to obtain due to the influence of changing vegetation (especially when the
simulation period lies quite some time in the past) the topographic inhomogeneities are
defined by changes of the CORINE land cover data set CLC2000 (cf. Section 3.1) on
the model grid and in nature represented by CORINE’s full resolution (100 m × 100 m
grid spacing) for convenience. Figure 4.2 shows an example of an excluded surface
observation due to topographic inhomogeneities.

The technical accuracy of the observation depends on the type of the sensor. Cup
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and propeller anemometers are most commonly used and their manufacturers provide
accuracies about ±0.2 m/s for averaged wind speeds (10 minutes mean-values) up to
5 m/s, about ±5 % of the observed value above 5 m/s, and about ±2◦ for wind direction
starting from a starting threshold-velocity of 0.5 m/s. However, for most cup and
propeller-sensors the response is faster for acceleration than for deceleration tending
to overestimate an averaged wind speed. Over-speeding-effects up to 10 % for some
designs under turbulent wind conditions are reported by WMO (2006). Sonic sensors
achieve accuracies about ±1.5 % of the observed value for wind speed, about ±2◦ for
wind direction, and have a starting threshold-velocity of 0.01 m/s. However, these
sensors are susceptible to rainy conditions. While single records of the raw observation
data are automatically flagged by the data-logger in cases of technical breakdown or
special conditions where the sensor’s accuracy is heavily affected (e. g., precipitation-
events for sonic sensors), some observation-errors in addition to the technical accuracy
may remain in the provided data under certain circumstances.

One of the most important observation-errors, which are difficult to detect, is re-
lated to the effects of icing. Basically, serious icing of wind observation-sensors appear
when super-cooled water-droplets are impinging the surfaces of the sensors and freeze
immediately. Hereby, two types of icing are known: wet (dry) icing appears, when
the flux of droplets towards the anemometer is larger (smaller) than the freezing rate
(Fikke et al., 2007). Results from wind tunnel experiments have shown that the effect
of wet icing is much smaller than the effect of dry icing, where the observed wind speed
from cup anemometers is slowly (but increasingly) reduced (cf. Figure 4.3). When the
anemometer is fully coated with ice and the rotating parts have stopped the data-logger
is expected to record no air-movement at all. However, malfunctions of the logger may
appear, leading to constant or unrealistic values of the observed velocities. Nowadays,
heating systems and icing sensors are installed in actual wind observation stations (if
the required power supply is available) to reduce the events of icing and to detect icing
periods. However, the reduction of the observed wind speed due to dry icing under
harsh conditions is still challenging modern observation techniques (e. g., Makkonen
et al., 2001; Mayr , 2005).

In addition to the representativeness of observational data, single records of the
observed values are sorted out to reduce the effect of observation-errors based on the
threshold velocity of the anemometer and the effects of icing. Thereby, observed wind
speeds and directions are excluded when the wind speed is ≤0.5 m/s and/or the wind
speed is kept constant over at least 3 hours and/or the observations are flagged by
the quality control system of the data-provider. However, the reduction-effect of wind
speed due to partial dry-icing is not revealed by this sorting method. The observed
velocities during winter are therefore supposed to be underestimated.

Any model-observation comparison described in Section 4.1 is based on pairs of
modelled and valid observed data coincident in time (i. e., valid 10 minutes mean values
recorded in hourly time steps). If an observed value is invalid or missing the according
modelled value is set to missing as well. This guaranties comparability between any
pair of modelled and observed value and the derived statistical analysis. Since the
simulation-periods are covering at least one year, the size of the data sample is quite
large and, therefore, the impact of the technical accuracy of each single observation
record on the uncertainty of the time-independent statistical analyses plays a minor
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Figure 4.3: Effects of ice accretion on measurements from cup anemometer. During dry icing
the observed wind speed is heavily damped (i. e., the reduction rate strongly
increases). After 180 minutes of dry icing the observed wind speed is reduced
about 50%, while wet icing has nearly no effect. From Fikke et al. (2007).

rule. The impact on the time-dependent statistical analyses is ignored, since the main
focus of the evaluation lies on frequency distributions of wind speed and direction
(cf. Section 4.1). Nonetheless, the technical accuracy leads to a limited number of digits
in the observational data records and, hence, it might have considerable impact on
non-parametric (rank-based) statistical hypothesis-test (Sachs and Hedderich, 2006).
However, since the technical accuracy lies within a range of several percentages without
systematic characteristic (see above) and the sample size is large, the tests’ applicability
should not be affected (cf. Section 4.1).

4.3 Performances of the Method and Its Variants

The following three sub-sections provide the main results of the statistical analysis as far
as they are necessary for understanding and to keep the traceability of the conclusions
drawn in Section 4.5. Additional results can be found in Appendix A.1.

4.3.1 Control Configuration and MM5 Variants

The variety of observed mean wind speeds (V o) shown in Table 4.3 and Table 4.4
reflects the strong influence of the topography (exposition and spread of the surface
altitude) and the influence of different dominating synoptic-scale weather-patterns in
the Hohe Tauern region and the Vienna Basin, respectively: for instance, the speed-up
effect (cf. Section 1.1.3) roughly correlates with the altitude in the Hohe Tauern region
leading to higher wind speeds at higher stations (e. g., SB is located at 3105 m and
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shows 10.2 m/s for V o), while in the Vienna Basin the influence of the surrounding
land cover (and hence the anemometer height) seems to be stronger pronounced (e. g.,
the anemometer of LB is located at 25 m a.g.l. and shows 7.5 m/s for V o). A similar
interpretation of the mean wind direction (φo) is set aside, because due to diurnal
cycles (e. g., the Alpine pumping, cf. Section 1.1.2, and thermal-induced local flows,
cf. Section 1.1.3) most of the observed directions are at least bi-modally distributed
(cf. Figure 4.4 and Figure 4.5) and the mean direction may lose its evidence. Note
the only bi-modal distribution of wind speed is found at EB (cf. Figure 4.4). EB was
active during a three-month period in autumn 1999 when Föhn-events (cf. Section 1.1.2)
and gap-flows (cf. Section 1.1.3) most frequently occur and hence the distribution can
be seen as a result of weak local thermal circulations frequently disturbed by strong
gradient-forced synoptic- or regional-scale flows.

The hypothesis-tests applied for each station indicate that all modelled distributions
(wind speed and direction) significantly deviate from the observations: the calculated
significances shown in Table 4.3 and Table 4.4 are smaller than 0.05.

In general the error statistics of Av0 have smaller values than the statistics for the
driving data which are shown in Table 4.5. ERA-40 has larger biases in both study
regions and the frequency distributions (in terms of KSV and KPφ) are improperly
captured. Only in exceptional cases the distributions of wind speed (at ZS in Figure 4.4)
and directions (at IF in Figure 4.4 and at LT in Figure 4.5) are not improved by Av0.
This might have happened for two reasons: first, data from surface and upper-air
observations in the Alpine region have been assimilated into ERA-40 (e. g., radiosondes
from IF) and second, local wind climatologies may coincidentally agree with large-scale
climatologies. General improvements due to the application of Av0 can also be found
for the time-dependent statistics, except for ~Vrmse and sV,d in the Hohe Tauern region
(HK, RH, ZS, SH, and SB). Strong evidences exist that ERA-40’s wind speeds are not
related to the observations at all (rV ≤ 0.16).

For Av0 the averages over all stations show biases of 1.7 m/s and −2.1◦ in the
Hohe Tauern region and 1.5 m/s and 1.7◦ in the Vienna Basin for wind speed and
direction, respectively (cf. Table 4.3 and Table 4.4). These positive biases are shifting
the frequency distributions towards higher wind speeds as it can be taken from the
station-averaged frequency distributions in Figure 4.6. The frequency distributions
per station (in terms of KSV and KPφ) are more broadly spread in the Hohe Tauern
region and the directional distributions are more properly captured in the Vienna Basin,
except at LT (cf. Figure 4.5). Most realistic distributions of wind speed are achieved
at SB (cf. Figure 4.4) and LB (cf. Figure 4.5), which are two stations less influenced
by the surface-layer (cf. Section 1.1): SB is located on a mountain top and LB has
an anemometer-height of 25 m (cf.Table 4.1). The directional distribution is captured
best at ZD (cf. Figure 4.5), but nonetheless KPφ still significantly deviates from the
observation (cf. Table 4.4).

The time-depending statistics show better results in the Vienna Basin: ~Vrmse, rV ,
sV,d, and sφ,d are changed from 7.9 m/s, 0.30, 5.0 m/s, and 82.3◦ in the Hohe Tauern
region to 4.3 m/s, 0.54, 2.4 m/s, and 60.6◦ in the Vienna Basin, respectively. This
behaviour is also reflected in Taylor-diagrams (cf. Figure 4.7) (which have been adopted
for the vectorial statistics s~V ,n and r~V in order to combine velocity- and direction-related
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Table 4.3: Annual (year 1999) error statistics (cf. Table 4.2) of Av0 (upper panel) and its
intermediate dynamic downscaling-step (lower panel) at the stations in the Hohe
Tauern region (cf. Table 4.1) along with the ratio of valid data (Val.), the ob-
served mean wind speed (V o), and the observed mean wind direction (φo). Sig-
nificant deviations from observations (parentheses) and differences between the
downscaling-steps (brackets) are indicated by significances < 0.05.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Control configuration Av0 (combined application of MM5 setup A and CALMET v0), 200 m grid spacing

IF 0.77 2.5 223.1 -0.1 20.6 0.11 0.24 4.1 0.13 2.8 99.6
(<0.01) (<0.01)

[<0.01] [<0.01]

PK 0.56 6.2 346.8 -0.5 -131.3 0.10 0.47 8.1 0.58 4.8 88.1
(<0.01) (<0.01)

[<0.01] [<0.01]

HK 0.91 2.8 264.9 2.5 -20.1 0.36 0.22 5.6 0.43 3.9 72.6
(<0.01) (<0.01)

[<0.01] [<0.01]

RH 0.90 5.4 239.1 2.3 71.1 0.31 0.31 9.1 0.16 6.6 78.9
(<0.01) (<0.01)

[<0.01] [<0.01]

ZS 0.88 1.6 293.7 3.1 -35.3 0.59 0.42 6.1 0.02 3.8 102.7
(<0.01) (<0.01)

[<0.01] [<0.01]

SH 0.95 5.0 244.4 2.8 9.0 0.28 0.24 8.0 0.31 5.0 63.5
(<0.01) (<0.01)

[<0.01] [<0.01]

SB 0.77 10.2 311.6 1.1 -11.9 0.08 0.21 12.3 0.40 7.3 70.7
(<0.01) (<0.01)

[<0.01] [<0.01]

EB 0.15 5.0 136.4 -0.8 -8.2 0.17 0.33 4.8 0.69 3.0 58.1
(<0.01) (<0.01)

[0.08] [<0.01]

ave 0.82 4.7 267.2 1.7 -2.1 0.27 0.30 7.9 0.30 5.0 82.3
Dynamic downscaling-step (MM5 domain A2), 10 km grid spacing

IF 0.77 2.5 223.1 1.8 20.7 0.35 0.24 5.6 0.35 3.0 101.7
(<0.01) (<0.01)

PK 0.56 6.2 346.8 -3.0 -174.0 0.23 0.36 7.3 0.64 4.8 79.3
(<0.01) (<0.01)

HK 0.91 2.8 264.9 1.4 -32.6 0.23 0.24 4.3 0.42 2.9 73.1
(<0.01) (<0.01)

RH 0.90 5.4 239.1 1.2 26.5 0.24 0.37 7.6 0.33 5.6 72.7
(<0.01) (<0.01)

ZS 0.88 1.6 293.7 3.5 -36.4 0.63 0.34 6.4 0.00 4.0 107.8
(<0.01) (<0.01)

SH 0.95 5.0 244.4 -0.4 13.5 0.12 0.28 5.8 0.38 3.8 63.2
(<0.01) (<0.01)

SB 0.77 10.2 311.6 -2.3 -21.3 0.16 0.24 10.8 0.44 6.2 71.6
(<0.01) (<0.01)

EB 0.15 5.0 136.4 -0.9 59.0 0.18 0.67 6.0 0.70 3.0 55.2
(<0.01) (<0.01)

ave 0.82 4.7 267.2 0.5 -4.5 0.28 0.30 7.0 0.37 4.4 81.9
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Table 4.4: Same as Table 4.3, but for the Vienna Basin.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Control configuration Av0 (combined application of MM5 setup A and CALMET v0), 200 m grid spacing

GE 0.95 3.4 297.9 2.1 -3.8 0.35 0.09 4.6 0.53 2.3 61.5
(<0.01) (<0.01)

[<0.01] [0.09]

GK 0.88 2.9 298.2 2.6 -1.3 0.39 0.21 4.6 0.50 2.7 61.1
(<0.01) (<0.01)

[<0.01] [<0.01]

LB 0.23 7.4 222.2 0.3 46.9 0.06 0.19 7.7 0.51 3.2 65.8
(<0.01) (<0.01)

[<0.01] [0.12]

LT 0.96 3.2 256.0 1.9 36.5 0.34 0.55 4.6 0.62 2.3 61.4
(<0.01) (<0.01)

[<0.01] [<0.01]

NE 0.96 3.4 339.2 1.6 -27.6 0.27 0.16 4.2 0.50 2.2 62.9
(<0.01) (<0.01)

[<0.01] [<0.01]

SP 0.94 3.2 252.8 1.8 -7.1 0.29 0.21 4.1 0.54 2.4 61.7
(<0.01) (<0.01)

[<0.01] [<0.01]

HW 0.94 3.5 293.1 1.0 -5.4 0.20 0.13 3.6 0.53 2.2 59.9
(<0.01) (<0.01)

[<0.01] [<0.01]

WU 0.94 4.0 283.3 0.7 3.5 0.16 0.10 3.7 0.53 2.4 56.4
(<0.01) (<0.01)

[0.51] [<0.01]

ZD 0.89 3.8 279.0 1.0 10.1 0.20 0.04 3.7 0.56 2.2 58.4
(<0.01) (<0.01)

[1.00] [<0.01]

ave 0.91 3.5 285.3 1.5 1.7 0.27 0.19 4.3 0.54 2.4 60.6
Dynamic downscaling-step (MM5 domain A2), 10 km grid spacing

GE 0.95 3.4 297.9 1.0 -1.5 0.20 0.10 3.7 0.54 2.0 61.5
(<0.01) (<0.01)

GK 0.88 2.9 298.2 1.6 -5.7 0.30 0.12 3.7 0.48 2.3 61.0
(<0.01) (<0.01)

LB 0.23 7.4 222.2 -1.5 49.0 0.23 0.20 7.0 0.50 2.9 66.1
(<0.01) (<0.01)

LT 0.96 3.2 256.0 1.1 -9.1 0.22 0.33 3.5 0.59 2.0 62.7
(<0.01) (<0.01)

NE 0.96 3.4 339.2 2.0 -26.6 0.32 0.16 4.5 0.49 2.4 63.3
(<0.01) (<0.01)

SP 0.94 3.2 252.8 1.4 3.6 0.25 0.22 3.8 0.53 2.2 63.7
(<0.01) (<0.01)

HW 0.94 3.5 293.1 2.4 -3.5 0.39 0.06 4.6 0.51 2.5 58.8
(<0.01) (<0.01)

WU 0.94 4.0 283.3 0.7 11.3 0.17 0.13 3.8 0.53 2.3 56.5
(<0.01) (<0.01)

ZD 0.89 3.8 279.0 0.9 17.0 0.19 0.04 3.7 0.55 2.2 58.0
(<0.01) (<0.01)

ave 0.91 3.5 285.3 1.3 -0.6 0.26 0.15 4.1 0.53 2.3 60.9
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Table 4.5: Same as Table 4.3 and Table 4.4, but for the ERA-40 dataset in the Hohe Tauern
region (upper panel) and the Vienna Basin (lower panel). The statistics are based
on the 6 h storage-interval of ERA-40.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

ERA-40, Hohe Tauern, 120 km grid spacing

IF 0.13 2.4 222.8 3.4 28.5 0.51 0.17 6.9 0.00 4.1 108.5
(<0.01) (<0.01)

PK 0.09 6.2 340.8 -2.2 77.7 0.17 0.49 10.0 0.00 6.4 98.5
(<0.01) (<0.01)

HK 0.15 2.8 267.5 -1.8 164.4 0.60 0.43 3.7 0.00 1.8 106.2
(<0.01) (<0.01)

RH 0.15 5.4 238.6 -2.8 -168.5 0.31 0.48 8.3 0.10 5.0 128.2
(<0.01) (<0.01)

ZS 0.15 1.6 275.3 -0.0 151.9 0.16 0.41 2.5 0.00 1.4 168.4
(<0.01) (<0.01)

SH 0.16 5.0 242.7 -3.7 -170.0 0.66 0.41 6.6 0.03 3.5 111.9
(<0.01) (<0.01)

SB 0.13 10.3 311.5 -8.7 127.3 0.85 0.53 12.2 0.16 6.3 124.2
(<0.01) (<0.01)

EB 0.02 5.1 134.1 -3.6 -57.2 0.53 0.84 6.4 0.06 4.1 97.9
(<0.01) (<0.01)

ave 0.14 4.7 263.9 -2.3 150.9 0.48 0.43 7.5 0.02 4.3 123.6
ERA-40, Vienna Basin, 120 km grid spacing

GE 0.16 3.4 299.3 4.3 -46.4 0.49 0.43 9.3 0.10 4.9 128.6
(<0.01) (<0.01)

GK 0.15 2.9 299.1 3.7 -47.0 0.48 0.46 7.9 0.02 4.4 116.7
(<0.01) (<0.01)

LB 0.04 7.3 213.0 9.7 49.6 0.69 0.74 20.0 0.00 8.4 132.3
(<0.01) (<0.01)

LT 0.16 3.2 256.2 1.1 -2.4 0.23 0.32 5.3 0.08 3.2 112.3
(<0.01) (<0.01)

NE 0.16 3.3 341.4 8.7 -88.0 0.68 0.50 14.7 0.16 7.4 156.6
(<0.01) (<0.01)

SP 0.16 3.1 249.4 1.7 3.3 0.29 0.24 6.0 0.09 3.4 116.6
(<0.01) (<0.01)

HW 0.16 3.6 293.1 10.1 -40.2 0.69 0.38 15.9 0.08 8.6 127.0
(<0.01) (<0.01)

WU 0.16 4.0 283.1 5.3 -28.5 0.49 0.38 11.4 0.07 6.1 136.5
(<0.01) (<0.01)

ZD 0.15 3.7 281.8 4.7 -29.2 0.47 0.37 10.6 0.16 5.5 123.3
(<0.01) (<0.01)

ave 0.15 3.5 285.6 5.1 -32.4 0.49 0.39 11.1 0.09 5.8 128.2
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(a)

(b)

(c)

(d)

Figure 4.4: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from the year 1999 in the Hohe Tauern region at stations
(a) IF, (b) ZS, (c) SB, and (d) EB (cf. Table 4.1). The observations (thick black
lines), the driving data ERA-40 (thin black lines), the MM5 configurations A2,
B3, and C3 (thin red, blue, and green lines) which were downscaled by CALMET-
variant v0 (thick red, blue, and green lines) are shown. Observed mean values,
the models’ biases and the quality of the simulated distributions in terms of KSV

(in parentheses) and KPφ are listed in the legends.
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(a)

(b)

(c)

(d)

Figure 4.5: Same as Figure 4.4, but for the Vienna Basin at the stations (a) LB, (b) LT, (c)
HW, and (d) ZD (cf. Table 4.1).
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(a) (b)

Figure 4.6: Same as Figure 4.4 and Figure 4.5 left column, but averaged over all stations in
(a) the Hohe Tauern region and (b) the Vienna Basin (cf. Table 4.1).

quantities): the values for r~V are higher (the station-averaged r~V is increased from 0.38
in the Hohe Tauern region to 0.64 in the Vienna Basin) and the values for s~V ,n are
more densely distributed in the Vienna Basin. The systematic overestimation of wind
speeds is reflected by values for s~V ,n larger than 1.0, in general.

From comparing the statistics of each single downscaling-step (MM5 and CALMET)
of configuration Av0 it cannot be clearly seen that CALMET improves MM5: V bias,
φbias, KSV , and KPφ are improved at 5 (3), 7 (4), 4 (3), and 5 (2) stations in the
Hohe Tauern region (Vienna Basin), if only the significant improvements for KSV

and KPφ are counted. Although the simulated wind fields are much higher resolved
and provide much more detail than the wind fields of MM5 domain A2 (cf. Figure 2.4
in Section 2.2.1) the statistics reflect this qualitative improvement in a more subtle
manner: apart from φbias in the Hohe Tauern region, which is reduced from −4.5◦ to
−2.1◦, the statistics stay at their level or even get worse, but their spread (i. e., the
difference between maximum and minimum) across the stations becomes smaller for
V bias, φbias, and sφ,d in both study regions and for KPφ in the Hohe Tauern region.
Looking at the results station by station most notable (and significant) improvements
due to CALMET can be found for the distributions of wind speed at IF (KSV is
reduced from 0.35 to 0.11, cf. Figure 4.4) and LB (KSV is reduced from 0.23 to 0.06,
cf. Figure 4.5), and the distribution of wind direction at EB (KPφ is reduced from 0.67
to 0.33, cf. Figure 4.4).

Overviews of the statistics for configuration Bv0, which is distinguished by higher
resolved grids (5 km grid spacing) for MM5 (domain B3a and B3b), are provided by
Table 4.6 and Table 4.7. But in contrast to the statistic-overviews of Av0 these tables
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(a) (b)

Figure 4.7: Time-dependent vectorial statistics from the year 1999 in (a) the Hohe Tauern
region and (b) the Vienna Basin. The MM5 configurations A2, B3, and C3 (red,
blue, and green circles) which were downscaled by CALMET-variant v0 (red,
blue, and green dots) are shown for each station (small marks) (cf. Table 4.1).
Station-averaged (large marks) normalised vectorial standard deviations (s~V ,n)

and vectorial correlation-coefficients (r~V ) are listed in the legends.

show the probabilities that the statistics of Av0 and Bv0 are drawn from the same
sample. Significant deviations from Av0 are therefore indicated by significances < 0.05.

In general all frequency distributions at all stations in both study regions (cf. Table 4.6
and Table 4.7) and for both downscaling-steps (MM5 and CALMET) significantly
change when MM5 is switched to setup B. Improvements of the station-averaged time-
independent statistics of Bv0 can be found for V bias (reduction to 0.8 m/s), KSV

(reduction to 0.19), and KPφ (reduction to 0.28) in the Hohe Tauern region. How-
ever, in the Vienna Basin these statistics get worse: the wind speeds are increasingly
overestimated leading to higher biases (V bias and φbias are increased to 2.1 m/s and
to 16.7◦, respectively) and weaker representations of the frequency distributions (KSV

is increased to 0.37). The averaged time-depending statistics are notably improved
by Bv0 in the Hohe Tauern region, too (~Vrmse, rV , and sV,d are changed to 7.1 m/s,
0.41, and 4.1 m/s, respectively), whereas in the Vienna Basin they stay close to the
values found for Av0. This behaviour is also reflected by the station-averaged plots
(cf. Figure 4.6 and Figure 4.7, where s~V ,n is reduced to 1.06 and r~V is increased to
0.42 in the Hohe Tauern region) and by the station-by-station spread of the statistics.
Nonetheless, Bv0 still performs better in the Vienna Basin than in the Hohe Tauern
region when the station-averages of φbias, KPφ, ~Vrmse, rV , sV,d, and sφ,d are compared.

The underlying mechanisms for this enhanced overestimation of wind speed are dif-
ficult to clarify: on one hand the orography is more properly captured by the increased
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Table 4.6: Annual (year 1999) error statistics (cf. Table 4.2) of Bv0 (upper panel) and its
intermediate dynamic downscaling-step (lower panel) at the stations in the Hohe
Tauern region (cf. Table 4.1) along with the ratio of valid data (Val.), the observed
mean wind speed (V o), and the observed mean wind direction (φo). Significant
deviations from Av0 (parentheses) and differences between the downscaling-steps
(brackets) are indicated by significances < 0.05.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Bv0 (combined application of MM5 setup B and CALMET v0), 200 m grid spacing

IF 0.77 2.5 223.1 -0.2 -26.7 0.10 0.35 4.0 0.22 2.5 118.8
(0.03) (<0.01)

[<0.01] [<0.01]

PK 0.56 6.2 346.8 -0.1 -149.7 0.05 0.33 7.6 0.61 4.9 83.9
(<0.01) (<0.01)

[<0.01] [<0.01]

HK 0.91 2.8 264.9 2.4 5.9 0.32 0.12 5.2 0.44 3.6 64.9
(<0.01) (<0.01)

[<0.01] [<0.01]

RH 0.90 5.4 239.1 1.2 57.9 0.21 0.29 7.1 0.46 5.1 67.9
(<0.01) (<0.01)

[<0.01] [<0.01]

ZS 0.88 1.6 293.7 1.0 0.5 0.23 0.26 3.9 0.10 2.6 101.8
(<0.01) (<0.01)

[<0.01] [<0.01]

SH 0.95 5.0 244.4 -0.8 36.9 0.17 0.37 5.9 0.41 3.9 81.3
(<0.01) (<0.01)

[<0.01] [<0.01]

SB 0.77 10.2 311.6 1.6 -19.7 0.14 0.27 13.2 0.59 5.9 70.5
(<0.01) (<0.01)

[<0.01] [<0.01]

EB 0.15 5.0 136.4 0.6 -18.3 0.15 0.37 4.3 0.69 3.1 53.8
(<0.01) (<0.01)

[<0.01] [<0.01]

ave 0.82 4.7 267.2 0.8 7.0 0.19 0.28 7.1 0.41 4.1 84.9
Dynamic downscaling-step (MM5 domain B3a), 5 km grid spacing

IF 0.77 2.5 223.1 1.5 110.7 0.30 0.38 5.5 0.18 3.3 123.8
(<0.01) (<0.01)

PK 0.56 6.2 346.8 -2.9 -150.5 0.22 0.47 7.3 0.65 4.7 93.5
(0.05) (<0.01)

HK 0.91 2.8 264.9 1.1 0.2 0.14 0.18 3.9 0.43 2.8 64.2
(<0.01) (<0.01)

RH 0.90 5.4 239.1 1.9 41.0 0.30 0.52 7.7 0.30 5.6 70.1
(<0.01) (<0.01)

ZS 0.88 1.6 293.7 1.1 -53.9 0.28 0.15 3.9 0.07 2.5 100.8
(<0.01) (<0.01)

SH 0.95 5.0 244.4 -2.1 28.9 0.39 0.31 5.4 0.41 3.3 90.7
(<0.01) (<0.01)

SB 0.77 10.2 311.6 -2.5 -19.4 0.16 0.29 11.2 0.51 5.8 70.7
(0.01) (<0.01)

EB 0.15 5.0 136.4 -0.5 3.0 0.14 0.51 4.1 0.73 2.8 56.3
(<0.01) (<0.01)

ave 0.82 4.7 267.2 -0.1 10.0 0.26 0.33 6.6 0.37 4.1 88.4
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Table 4.7: Same as Table 4.6, but for the Vienna Basin.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Bv0 (combined application of MM5 setup B and CALMET v0), 200 m grid spacing

GE 0.95 3.4 297.9 1.7 12.3 0.34 0.06 3.9 0.61 2.0 58.2
(<0.01) (<0.01)

[<0.01] [<0.01]

GK 0.88 2.9 298.2 2.9 4.7 0.48 0.19 4.6 0.57 2.4 58.1
(<0.01) (<0.01)

[<0.01] [<0.01]

LB 0.23 7.4 222.2 0.9 63.3 0.15 0.21 7.8 0.62 2.8 60.0
(<0.01) (<0.01)

[<0.01] [0.72]

LT 0.96 3.2 256.0 2.7 39.7 0.45 0.61 5.1 0.64 2.3 56.2
(<0.01) (<0.01)

[<0.01] [<0.01]

NE 0.96 3.4 339.2 2.6 -20.4 0.43 0.15 4.7 0.54 2.4 57.4
(<0.01) (<0.01)

[<0.01] [<0.01]

SP 0.94 3.2 252.8 2.0 20.5 0.34 0.14 4.2 0.51 2.4 59.7
(<0.01) (<0.01)

[<0.01] [<0.01]

HW 0.94 3.5 293.1 2.4 9.2 0.40 0.14 4.5 0.55 2.5 55.3
(<0.01) (<0.01)

[0.28] [<0.01]

WU 0.94 4.0 283.3 1.4 26.2 0.29 0.21 4.2 0.54 2.4 53.6
(<0.01) (<0.01)

[<0.01] [<0.01]

ZD 0.89 3.8 279.0 1.4 29.6 0.30 0.14 3.8 0.55 2.2 54.5
(<0.01) (<0.01)

[<0.01] [0.01]

ave 0.91 3.5 285.3 2.1 16.7 0.37 0.21 4.5 0.57 2.3 56.8
Dynamic downscaling-step (MM5 domain B3b), 5 km grid spacing

GE 0.95 3.4 297.9 1.3 16.1 0.28 0.07 3.5 0.61 1.9 58.0
(<0.01) (<0.01)

GK 0.88 2.9 298.2 1.7 10.8 0.35 0.12 3.5 0.55 2.0 58.7
(<0.01) (<0.01)

LB 0.23 7.4 222.2 -1.5 62.9 0.23 0.20 6.8 0.61 2.6 59.7
(0.21) (<0.01)

LT 0.96 3.2 256.0 1.3 11.5 0.31 0.38 3.6 0.60 1.8 56.5
(<0.01) (<0.01)

NE 0.96 3.4 339.2 2.5 -18.7 0.42 0.15 4.6 0.56 2.3 57.7
(<0.01) (<0.01)

SP 0.94 3.2 252.8 1.5 32.2 0.30 0.23 3.9 0.48 2.3 61.7
(<0.01) (<0.01)

HW 0.94 3.5 293.1 2.5 10.9 0.40 0.14 4.6 0.54 2.5 54.3
(<0.01) (<0.01)

WU 0.94 4.0 283.3 1.0 29.4 0.25 0.24 4.0 0.55 2.3 54.0
(<0.01) (<0.01)

ZD 0.89 3.8 279.0 1.1 33.6 0.26 0.15 3.7 0.55 2.1 54.6
(<0.01) (<0.01)

ave 0.91 3.5 285.3 1.5 17.1 0.32 0.19 4.1 0.56 2.2 57.1
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resolution which should lead to improvements in general. On the other hand sub-grid-
scale parameterisations may fail at smaller grid spacings due to oversimplifications and
conceptual break-downs (cf. Section 2.1.1). Moreover, the number of grid cells in setup
B is notably smaller than in setup A and C. Especially, domain B3b consists of 43×37
cells and is therefore strongly influenced by the coarser resolved mother domain B2
(15 km grid spacing). Due to the complexity of the Hohe Tauern region the influence
of B2 might be smaller than in the flat Vienna Basin. To clarify the influence of the
number of grid cells additional simulations would be necessary. Since the computational
resources for this study are limited, further investigations are set aside.

Comparing Bv0 with Av0 station by station (cf. Figure 4.4 and Figure 4.5) the be-
haviour of the averaged statistics can not be found one by one: at some of the stations
the statistics are improved, at others they stay at their level or get worse. Largest
improvements can be found at ZS for V bias, φbias, KSV , KPφ, ~Vrmse, and sV,d where the
statistics are changed to 1.0 m/s, 0.5◦, 0.23, 0.26, 3.9 m/s, and 2.6 m/s, respectively.
However, at ZS the modelled and observed wind speeds and directions are nearly de-
coupled from each other leading to very low correlation-coefficients (rV is 0.02 for Av0
and 0.10 for Bv0) and large directional standard-deviations of the model errors (sφ,d is
102.7◦ for Av0 and 101.8◦ for Bv0) for both downscaling-variants.

The improvements of MM5’s wind fields in the Hohe Tauern region (domain B3a) due
to the application of CALMET v0 are similar to those in variant Av0: most statistics
stay at their level or get worse, but the spread (i. e., the difference between maximum
and minimum) across the stations becomes smaller for V bias, φbias, sφ,d, and KPφ. In
the Vienna Basin φbias (station-averaged value) is slightly improved, however its spread
becomes larger. Improvements for V bias, φbias, KSV , and KPφ are found at 6 (1), 3
(6), 6 (1), and 6 (4) stations in the Hohe Tauern region (Vienna Basin). Most notable
improvements can be found for the distribution of wind speed at IF (cf. Figure 4.4),
PK, HK, and SH. In the Vienna Basin the distributions stay at their levels or get worse
(e. g., LT in Figure 4.5).

A comparison of Bv0 with the statistics of ERA-40 (cf. Table 4.5) shows that Bv0
outperforms ERA-40 in both study regions: all station-averaged statistics are improved.
However, the quality of the frequency distributions at those stations which Av0 was
unable to improve (i. e., IF, ZS, and LT) are only partly improved. The distribution of
wind speed at SP gets worse, in addition. The time-dependent statistics in the Hohe
Tauern region are more improved by Bv0 than by Av0: ~Vrmse has smaller values than
ERA-40 at the stations RH, SH, and SB, and sV,d is smaller than ERA-40 at SB as
well. Only sV,d at IF becomes larger than ERA-40.

Overviews of the statistics for configuration Cv0, which is distinguished by very
highly resolved grids (1 km grid spacing) for MM5 (domains C3a and C3b), are provided
by Table 4.8 and Table 4.9 together with the probabilities that the statistics of Cv0 and
Av0 are drawn from the same sample. Significant deviations from Av0 can be identified
by significances < 0.05.

In the Hohe Tauern region the frequency distributions of Cv0 significantly deviate
from the statistics of Av0 in both downscaling-steps (MM5 and CALMET) (cf. Table 4.8.
The station-averaged statistics are improved for V bias, KSV , KPφ, ~Vrmse, rV , and sV,d,
but φbias and sφ,d get worse. In the Vienna Basin the wind speed distribution at WU
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Table 4.8: Annual (year 1999) error statistics (cf. Table 4.2) of Cv0 (upper panel) and its
intermediate dynamic downscaling-step (lower panel) at the stations in the Hohe
Tauern region (cf. Table 4.1) along with the ratio of valid data (Val.), the observed
mean wind speed (V o), and the observed mean wind direction (φo). Significant
deviations from Av0 (parentheses) and differences between the downscaling-steps
(brackets) are indicated by significances < 0.05.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Cv0 (combined application of MM5 setup C and CALMET v0), 200 m grid spacing

IF 0.77 2.5 223.1 0.3 -33.1 0.14 0.26 4.4 -0.06 3.0 111.9
(<0.01) (<0.01)

[<0.01] [<0.01]

PK 0.56 6.2 346.8 -2.2 135.7 0.16 0.29 7.0 0.66 4.4 84.6
(<0.01) (<0.01)

[<0.01] [<0.01]

HK 0.91 2.8 264.9 1.4 4.2 0.17 0.12 4.7 0.46 3.5 69.9
(<0.01) (<0.01)

[<0.01] [<0.01]

RH 0.90 5.4 239.1 0.4 -173.9 0.16 0.29 6.4 0.57 4.4 74.8
(<0.01) (<0.01)

[0.01] [<0.01]

ZS 0.88 1.6 293.7 0.7 -23.7 0.19 0.28 3.6 0.10 2.3 151.7
(<0.01) (<0.01)

[<0.01] [<0.01]

SH 0.95 5.0 244.4 0.2 24.0 0.08 0.28 6.2 0.38 4.2 73.3
(<0.01) (<0.01)

[<0.01] [<0.01]

SB 0.77 10.2 311.6 0.6 -5.6 0.10 0.22 12.6 0.53 6.1 66.4
(<0.01) (<0.01)

[<0.01] [<0.01]

EB 0.15 5.0 136.4 -0.0 -35.2 0.13 0.41 4.1 0.68 3.0 60.4
(<0.01) (<0.01)

[<0.01] [<0.01]

ave 0.82 4.7 267.2 0.3 -3.8 0.14 0.25 6.8 0.40 4.1 94.4
Dynamic downscaling-step (MM5 domain C3a), 5 km grid spacing

IF 0.77 2.5 223.1 1.3 72.0 0.29 0.31 5.7 0.31 2.8 113.9
(<0.01) (<0.01)

PK 0.56 6.2 346.8 -1.2 116.3 0.08 0.23 6.9 0.71 4.1 75.9
(<0.01) (<0.01)

HK 0.91 2.8 264.9 2.3 -24.8 0.31 0.30 5.3 0.46 3.7 68.5
(<0.01) (<0.01)

RH 0.90 5.4 239.1 0.8 28.6 0.17 0.15 5.9 0.62 4.2 70.5
(<0.01) (<0.01)

ZS 0.88 1.6 293.7 2.1 -149.0 0.54 0.28 4.8 0.04 2.8 131.1
(<0.01) (<0.01)

SH 0.95 5.0 244.4 1.5 34.0 0.14 0.46 7.2 0.44 4.5 65.1
(<0.01) (<0.01)

SB 0.77 10.2 311.6 0.1 -9.2 0.05 0.19 12.8 0.50 6.2 68.9
(<0.01) (<0.01)

EB 0.15 5.0 136.4 0.1 -14.6 0.24 0.20 4.0 0.68 3.0 58.2
(<0.01) (<0.01)

ave 0.82 4.7 267.2 1.1 25.2 0.24 0.28 7.2 0.45 4.1 87.7
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Table 4.9: Same as Table 4.8, but for the Vienna Basin.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Cv0 (combined application of MM5 setup C and CALMET v0), 200 m grid spacing

GE 0.95 3.4 297.9 1.2 -4.3 0.23 0.11 3.9 0.56 2.0 61.4
(<0.01) (0.56)

[>0.99] [<0.01]

GK 0.88 2.9 298.2 1.9 0.7 0.29 0.20 4.1 0.52 2.6 60.5
(<0.01) (<0.01)

[<0.01] [<0.01]

LB 0.23 7.4 222.2 -0.6 53.4 0.08 0.20 7.2 0.52 2.9 65.3
(<0.01) (0.15)

[<0.01] [<0.01]

LT 0.96 3.2 256.0 1.4 34.9 0.26 0.55 4.1 0.60 2.3 58.6
(<0.01) (<0.01)

[<0.01] [<0.01]

NE 0.96 3.4 339.2 1.5 -16.7 0.25 0.12 4.1 0.53 2.2 61.7
(0.02) (<0.01)

[0.06] [<0.01]

SP 0.94 3.2 252.8 1.0 3.4 0.17 0.19 3.4 0.57 2.1 62.3
(<0.01) (<0.01)

[<0.01] [0.02]

HW 0.94 3.5 293.1 1.1 -4.2 0.20 0.16 3.8 0.51 2.4 59.6
(0.01) (<0.01)

[<0.01] [<0.01]

WU 0.94 4.0 283.3 0.5 3.2 0.15 0.09 3.6 0.54 2.3 56.1
(<0.01) (0.06)

[<0.01] [<0.01]

ZD 0.89 3.8 279.0 0.7 8.7 0.17 0.04 3.5 0.58 2.1 58.1
(<0.01) (0.21)

[>0.99] [0.09]

ave 0.91 3.5 285.3 1.1 4.4 0.21 0.18 4.0 0.55 2.3 60.0
Dynamic downscaling-step (MM5 domain C3b), 1 km grid spacing

GE 0.95 3.4 297.9 1.2 -0.7 0.23 0.10 3.8 0.56 2.0 61.4
(<0.01) (<0.01)

GK 0.88 2.9 298.2 2.2 -5.6 0.33 0.16 4.2 0.48 2.6 58.3
(<0.01) (<0.01)

LB 0.23 7.4 222.2 -1.0 61.2 0.15 0.22 7.2 0.50 2.9 66.2
(<0.01) (<0.01)

LT 0.96 3.2 256.0 0.7 4.9 0.12 0.16 3.3 0.55 2.2 59.6
(<0.01) (<0.01)

NE 0.96 3.4 339.2 1.6 -7.0 0.27 0.13 4.1 0.53 2.2 61.3
(<0.01) (<0.01)

SP 0.94 3.2 252.8 1.4 4.2 0.24 0.17 3.7 0.56 2.2 62.3
(0.06) (<0.01)

HW 0.94 3.5 293.1 1.6 -3.1 0.26 0.07 4.1 0.50 2.6 58.1
(<0.01) (<0.01)

WU 0.94 4.0 283.3 0.7 7.2 0.18 0.10 3.8 0.54 2.3 56.3
(0.30) (<0.01)

ZD 0.89 3.8 279.0 0.7 13.7 0.17 0.05 3.5 0.58 2.1 58.3
(<0.01) (<0.01)

ave 0.91 3.5 285.3 1.2 3.2 0.22 0.12 4.0 0.54 2.3 59.7
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for MM5 and the distribution of wind direction at GE, LB, WU, and ZD for CALMET
do not significantly deviate from those of Av0. However, all station-averaged statistics
are slightly improved, except φbias. Among the MM5 variants, Cv0 shows the smallest
station-averaged values for V bias, KSV , KPφ, and ~Vrmse in both study regions: 0.3 m/s,
0.14, 0.25, and 6.8 m/s in the Hohe Tauern region and 1.1 m/s 0.21, 0.18, 4.0 m/s in
the Vienna Basin (cf. Figure 4.6). The averaged correlation coefficients (rV and r~V ) lie
between those of Av0 and Bv0 and s~V ,n is closest to the observations (0.98 in the Hohe
Tauern region and 1.23 in the Vienna Basin, cf. Figure 4.7).

Comparing Cv0 with Av0 station by station it can be seen that the station-averaged
improvements in both study regions are mostly based on systematic reductions of the
downscaling-errors: in the Hohe Tauern region V bias, KSV , ~Vrmse, rV , and sV,d are
improved at 6 stations (only at IF the statistics get worse) and the spreads across
the stations are reduced for V bias, KSV , and sV,d. In the Vienna Basin V bias, φbias,
KSV , and rV are reduced at 7 stations, rV and sφ,d are reduced at 8 stations. A
reduction of the spreads can be found throughout the statistics except for V bias. Largest
improvements can again be found at ZS for V bias, φbias, KSV , KPφ, ~Vrmse, and sV,d
where the statistics are changed to 0.7 m/s, −23.7◦, 0.19, 0.28, 3.6 m/s, and 2.3 m/s,
respectively. Hence the frequency distribution of wind speed at ZS is captured best with
Cv0 (cf. Figure 4.4). However, the modelled and observed wind speeds and directions
at ZS are still decoupled from each other leading to both, the same rV (0.10) as it was
found for Bv0 and the largest standard-deviation of the directional model errors (sφ,d
at ZS is increased to 151.7◦). Strong improvements can also be found for PK (KPφ is
changed from 0.47 for Av0 to 0.29), HK (KSV and KPφ are changed to 0.17 and 0.12,
respectively), and RH (rV is increased from 0.16 to 0.57). Note φbias at RH is strongly
increased from 71.1◦ (Av0) to −173.9◦, but since the distribution of the wind directions
is qualitatively nearly unchanged (KPφ is changed from 0.31 to 0.29) this effect is
related to the multi-modal structure of the distribution reducing the evidence of φbias.
In the Vienna Basin the improvements are of smaller extent. Largest improvements
can be found for V bias and KSV at SP which are changed from 1.8 m/s and 0.29 (Av0)
to 1.0 m/s and 0.17, respectively.

Similar to Bv0 the application of CALMET v0 improves V bias, φbias, KSV and KPφ of
MM5 in the Hohe Tauern region (domain C3a) at 6, 5, 6, and 3 stations (cf. Table 4.8),
respectively. Unlike Av0 and Bv0, ~Vrmse is reduced at 5 stations leading to a notable
reduction of the station-averaged ~Vrmse of about −0.4 m/s. In addition, the station-
averaged V bias is reduced about −0.8 m/s. The spreads of the statistics are quite
unaffected, except for KSV which is strongly reduced due to the improvement of ZS:
KSV is changed from 0.54 (C3a) to 0.19 (v0). This also reduces V bias from 2.1 m/s
to 0.7 m/s. The time-dependent statistics ~Vrmse and rV are improved at 5 and 3
stations respectively, but the improvements of rV in Bv0 are not reached. For s~V ,n and
r~V no clear improvements can be found on the station-level and the station-averages
nearly stay the same (cf. Figure 4.7). In the Vienna Basin V bias and KSV is reduced
at 6 stations (Table 4.9), which is much more than for configuration Av0 and Bv0.
However, this has only weak consequences for the station-averaged statistics: V bias and
KSV are reduced about −0.1 m/s and −0.01, respectively. The large improvements
of the frequency distributions (KSV ) at LB and HW found for Av0 (see above) nearly
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disappeared: although MM5 captures the distributions in a better way, CALMET
is not able to further improve these results. Nevertheless, |V bias| is reduced about
−0.4 m/s (LB) and −0.5 m/s (HW). Similar to Av0 and Bv0 V bias, KSV , KPφ, ~Vrmse,
and sV,d get worse at LT, although rV is gradually improved. Furthermore, the spread
of V bias is notably reduced about −0.7 m/s indicating a better characterisation of
the downscaling-error due to the application of CALMET v0. This behaviour is also
reflected by s~V ,n and r~V in Figure 4.7, where the single stations are more concentrated
around their averaged central point, which lies closest to the observations.

Note Cv0 outperforms ERA-40 in all station-averaged statistics in both study regions.
But ERA-40’s distributions at the critical stations IF, ZS, and LT are still not reached
by Cv0 (cf. Figure 4.4 and cf. Figure 4.5), however Cv0 partly reaches the best results
at those stations when compared to Av0 and Bv0 (0.19 at ZS and 0.26 at LT for KSV )
and additional degradations are avoided.

From the evaluation results it can be concluded that the MM5 variant C3 provides
wind fields which in average fit the observations best with respect to frequency distri-
butions of wind speed and direction in both study regions. It can also be concluded
that CALMET v0 is able to further improve MM5’s wind fields leading to the best
station-averaged results with the smallest station-by-station variability for most of the
statistics.

4.3.2 CALMET Improvements

The modified versions of CALMET are driven by the simulation results of the MM5
variant C3 in both study regions.

The time-independent and time-dependent statistics of CALMET variant v1, which
is distinguished by a modified calculation of the air-density influencing slope-flows
(cf. Section 3.3.1), are nearly identical to those of variant v0 and the hypothesis-test for
KSV and KPφ give possibilities close to 1.00 that the distributions are drawn from the
same sample (cf. Table 4.10). Just V bias deviates from v0 at 6 stations within the range
of ±0.3◦. This behaviour is also depicted by the station-averaged frequency distribu-
tions (cf. Figure 4.8) and the Taylor-plots summarising the time-depending statistics
(cf. Figure 4.9), although the influence of the re-considered calculation of the air-density
on the slope-flow’s velocity in the Hohe Tauern region is estimated to lie within a range
between 1.7 % and 10 % depending on the altitude (cf. Section 3.3.1). Since in CAL-
MET the slope-flows are modifying the velocities of the underlying (divergence-free)
wind fields ~V CAL

1 = (UCAL
1 , V CAL

1 ) (cf. Section 2.2.2), the relative effects of adjusted
slope-flows on the final wind fields are damped based on |~V CAL

1 |: wind fields with
low velocities are relatively more affected than high velocities. Therefore, considerable
impact would be expected at ZS which has the smallest observed mean wind speed
(1.6 m/s, cf. Table 4.10) in the Hohe Tauern region. However, ZS is located at the
bottom of a deep valley at 766 m (cf. Table 4.1) which reduces the effect of the re-
considered air-density calculation.

Due to the lower altitudes in the Vienna Basin the influence of the adjusted air-
density on the slope-flow’s velocities is expected to be smaller than 1 % (cf. Section 3.3.1)
in any case. Moreover, since the orography is flatter than in the Hohe Tauern region
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Table 4.10: Annual (year 1999) error statistics (cf. Table 4.2) of Cv1 at the stations in
the Hohe Tauern region (upper panel) and the Vienna Basin (lower panel)
(cf. Table 4.1) along with the ratio of valid data (Val.), the observed mean wind
speed (V o), and the observed mean wind direction (φo). Significant deviations
from Cv0 (brackets) are indicated by significances < 0.05.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Cv1 (combined application of MM5 setup C and CALMET v1), Hohe Tauern region, 200 m grid spacing

IF 0.77 2.5 223.1 0.3 -33.1 0.14 0.26 4.4 -0.05 3.0 111.9
[>0.99] [>0.99]

PK 0.56 6.2 346.8 -2.2 135.6 0.15 0.29 7.0 0.66 4.4 84.7
[>0.99] [>0.99]

HK 0.91 2.8 264.9 1.4 4.0 0.17 0.11 4.7 0.46 3.5 70.2
[>0.99] [>0.99]

RH 0.90 5.4 239.1 0.4 -173.6 0.16 0.29 6.5 0.57 4.4 75.1
[>0.99] [0.08]

ZS 0.88 1.6 293.7 0.7 -23.6 0.19 0.28 3.6 0.10 2.3 151.8
[>0.99] [>0.99]

SH 0.95 5.0 244.4 0.2 24.2 0.08 0.28 6.2 0.38 4.2 73.0
[>0.99] [>0.99]

SB 0.77 10.2 311.6 0.6 -5.5 0.10 0.22 12.6 0.53 6.1 66.4
[>0.99] [>0.99]

EB 0.15 5.0 136.4 0.0 -35.1 0.13 0.42 4.1 0.68 3.0 60.4
[>0.99] [0.99]

ave 0.82 4.7 267.2 0.3 -3.9 0.14 0.25 6.8 0.40 4.1 94.5
Configuration Cv1 (combined application of MM5 setup C and CALMET v1), Vienna Basin, 200 m grid spacing

GE 0.95 3.4 297.9 1.2 -4.3 0.23 0.11 3.9 0.56 2.0 61.4
[>0.99] [>0.99]

GK 0.88 2.9 298.2 1.9 0.8 0.29 0.20 4.1 0.52 2.6 60.5
[>0.99] [>0.99]

LB 0.23 7.4 222.2 -0.6 53.4 0.08 0.20 7.2 0.52 2.9 65.3
[>0.99] [>0.99]

LT 0.96 3.2 256.0 1.4 35.0 0.26 0.55 4.1 0.60 2.3 58.6
[>0.99] [>0.99]

NE 0.96 3.4 339.2 1.5 -16.8 0.25 0.12 4.1 0.53 2.2 61.7
[>0.99] [>0.99]

SP 0.94 3.2 252.8 1.0 3.4 0.17 0.19 3.4 0.57 2.1 62.3
[>0.99] [>0.99]

HW 0.94 3.5 293.1 1.1 -4.2 0.20 0.16 3.8 0.51 2.4 59.7
[>0.99] [>0.99]

WU 0.94 4.0 283.3 0.5 3.2 0.15 0.09 3.6 0.54 2.3 56.1
[>0.99] [>0.99]

ZD 0.89 3.8 279.0 0.7 8.7 0.17 0.04 3.5 0.58 2.1 58.1
[>0.99] [>0.99]

ave 0.91 3.5 285.3 1.1 4.4 0.21 0.18 4.0 0.55 2.3 60.0



4 Evaluation of the Wind Downscaling Method and Its Variants 92

Table 4.11: Same as Table 4.10, but for configuration Cv2.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Cv2 (combined application of MM5 setup C and CALMET v2), Hohe Tauern region, 200 m grid spacing

IF 0.77 2.5 223.1 0.3 -34.0 0.13 0.27 4.4 -0.07 3.0 110.6
[0.78] [<0.01]

PK 0.56 6.2 346.8 -2.1 148.2 0.14 0.30 7.1 0.67 4.4 92.4
[<0.01] [<0.01]

HK 0.91 2.8 264.9 1.4 5.4 0.16 0.12 4.6 0.45 3.4 69.6
[<0.01] [<0.01]

RH 0.90 5.4 239.1 0.5 -168.5 0.19 0.32 6.4 0.58 4.3 77.2
[<0.01] [<0.01]

ZS 0.88 1.6 293.7 0.7 -19.0 0.19 0.31 3.6 0.10 2.3 147.7
[>0.99] [<0.01]

SH 0.95 5.0 244.4 0.2 21.8 0.08 0.27 6.3 0.38 4.2 76.0
[0.68] [<0.01]

SB 0.77 10.2 311.6 0.7 -5.8 0.10 0.22 12.6 0.53 6.1 66.6
[>0.99] [0.95]

EB 0.15 5.0 136.4 0.5 -37.2 0.29 0.44 4.3 0.66 3.1 63.8
[<0.01] [<0.01]

ave 0.82 4.7 267.2 0.4 -6.8 0.15 0.26 6.8 0.40 4.1 94.6
Configuration Cv2 (combined application of MM5 setup C and CALMET v2), Vienna Basin, 200 m grid spacing

GE 0.95 3.4 297.9 1.2 -4.3 0.23 0.11 3.9 0.56 2.0 61.4
[>0.99] [>0.99]

GK 0.88 2.9 298.2 2.0 1.4 0.30 0.20 4.1 0.51 2.6 60.6
[<0.01] [<0.01]

LB 0.23 7.4 222.2 -0.6 53.5 0.08 0.20 7.2 0.52 2.9 65.3
[>0.99] [>0.99]

LT 0.96 3.2 256.0 1.5 36.5 0.30 0.56 4.1 0.59 2.1 59.3
[<0.01] [<0.01]

NE 0.96 3.4 339.2 1.5 -16.2 0.25 0.12 4.1 0.53 2.2 61.6
[>0.99] [>0.99]

SP 0.94 3.2 252.8 1.0 3.4 0.17 0.19 3.4 0.57 2.1 62.3
[>0.99] [>0.99]

HW 0.94 3.5 293.1 1.1 -3.5 0.19 0.17 3.8 0.51 2.4 59.9
[>0.99] [0.86]

WU 0.94 4.0 283.3 0.5 1.5 0.15 0.09 3.6 0.54 2.3 56.1
[>0.99] [>0.99]

ZD 0.89 3.8 279.0 0.7 8.7 0.17 0.04 3.5 0.58 2.1 58.1
[>0.99] [>0.99]

ave 0.91 3.5 285.3 1.1 4.6 0.22 0.19 4.0 0.55 2.2 60.1
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Table 4.12: Same as Table 4.10, but for configuration Cv3.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Configuration Cv3 (combined application of MM5 setup C and CALMET v3), Hohe Tauern region, 200 m grid spacing

IF 0.77 2.5 223.1 -0.3 -46.1 0.09 0.44 4.1 -0.01 2.8 109.6
[<0.01] [<0.01]

PK 0.56 6.2 346.8 -1.4 -106.4 0.09 0.54 7.6 0.68 4.3 81.9
[<0.01] [<0.01]

HK 0.91 2.8 264.9 2.0 26.3 0.27 0.27 5.2 0.50 3.5 69.2
[<0.01] [<0.01]

RH 0.90 5.4 239.1 0.1 126.7 0.14 0.28 6.2 0.57 4.3 75.1
[<0.01] [<0.01]

ZS 0.88 1.6 293.7 0.4 -32.6 0.13 0.38 3.2 0.12 2.0 143.3
[<0.01] [<0.01]

SH 0.95 5.0 244.4 1.5 37.4 0.13 0.41 7.4 0.42 4.7 69.4
[<0.01] [<0.01]

SB 0.77 10.2 311.6 2.1 -9.5 0.16 0.21 13.8 0.57 6.3 66.8
[<0.01] [<0.01]

EB 0.15 5.0 136.4 0.0 -32.2 0.07 0.36 4.3 0.70 3.1 63.9
[<0.01] [<0.01]

ave 0.82 4.7 267.2 0.7 -1.3 0.15 0.35 7.3 0.43 4.1 91.4
Configuration Cv3 (combined application of MM5 setup C and CALMET v3), Vienna Basin, 200 m grid spacing

GE 0.95 3.4 297.9 1.2 -0.7 0.23 0.09 3.8 0.53 2.0 60.9
[0.26] [<0.01]

GK 0.88 2.9 298.2 1.3 0.1 0.21 0.21 3.6 0.49 2.5 60.4
[<0.01] [<0.01]

LB 0.23 7.4 222.2 0.8 53.5 0.17 0.20 8.1 0.50 3.2 64.9
[<0.01] [0.82]

LT 0.96 3.2 256.0 0.5 42.3 0.14 0.58 3.7 0.60 1.9 60.0
[<0.01] [<0.01]

NE 0.96 3.4 339.2 1.1 -17.1 0.20 0.14 3.8 0.50 2.1 61.7
[<0.01] [0.06]

SP 0.94 3.2 252.8 0.7 6.7 0.12 0.13 3.2 0.55 2.0 62.6
[<0.01] [<0.01]

HW 0.94 3.5 293.1 1.3 -4.2 0.22 0.14 3.9 0.52 2.4 59.0
[0.03] [0.22]

WU 0.94 4.0 283.3 0.8 5.1 0.19 0.08 3.8 0.54 2.4 55.8
[<0.01] [0.56]

ZD 0.89 3.8 279.0 0.7 12.6 0.15 0.05 3.6 0.56 2.2 58.3
[0.01] [0.15]

ave 0.91 3.5 285.3 0.9 6.7 0.18 0.18 3.9 0.54 2.2 60.1
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(a) (b)

Figure 4.8: Annual station-averaged modelled and observed frequency distributions of wind
speed in (a) the Hohe Tauern region and (b) the Vienna Basin. The observations
(thick black lines), the driving data ERA-40 (thin black lines), the CALMET-
variants v0, v1, v2, and v3 (thick lines in green, blue, orange, and purple, re-
spectively) driven by MM5 C3 (thin green lines) are shown. Observed mean
values, the models’ biases and the quality of the simulated distributions in terms
of KSV (in parentheses) are listed in the legends.

the slope-flows are much weaker pronounced in general.

Quite unnoticeable changes can also be found for variant v2 (cf. Table 4.11). v2
is characterised by a re-considered calculation of the sensible heat flux affecting the
slope-flow parameterisation as well (cf. Section 3.3.2). But in contrast to v1, which
only leads to increasing slope flows, changes of the sensible heat fluxes induces both,
reductions and accelerations of the flows independently from surface altitude. This
results in slightly stronger departures from v0: for KSV and KPφ significant deviations
can be found at 4 and 7 (2 and 1) stations in the Hohe Tauern region (Vienna Basin),
respectively. However, those deviations usually range within −0.02 and 0.04 (except
EB) leading to gradually increased changes of the station-averaged mean statistics.
Only at EB KSV is increased from 0.13 (v0) to 0.29 which is based on a shift of the
bi-modal distribution’s first peak towards higher wind speeds (from 2 m/s for v0 and v1
to 4 m/s) (cf. Figure 4.10). Since EB was operating only during a three month period
in autumn 1999, this increase of KSV has only minor effect on the station-averaged
distributions (cf. Figure 4.8).

In variant v3 the interpolation sequence for generating CALMET’s initialisation
fields is altered to take account for a) the actual PBL-height (simulated by MM5 C3)
and CALMET’s local surface roughness length (zCAL

0 ) and b) the daytime/nighttime-
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(a) (b)

Figure 4.9: Annual time-dependent vectorial statistics in (a) the Hohe Tauern region and
(b) the Vienna Basin. The CALMET-variants v0, v1, v2, and v3 (green, blue,
orange, and purple dots, respectively) driven by MM5 C3 (green circles) are
shown for each station (small marks) (cf. Table 4.1). Station-averaged (large
marks) normalised vectorial standard deviations (s~V ,n) and vectorial correlation-

coefficients (r~V ) are listed in the legends.

depending temperature-parameterisation for vertical extrapolations (cf. Section 3.3.3).
This leads to drastic qualitative improvements in both study regions. The air-flows are
much more influenced by local topography resulting in highly structured wind clima-
tologies: e. g., the annual mean wind speed (cf. Figure 4.12) is more dominated by the
orography and takes account for local features of the land-cover. Valleys and moun-
tain ridges are stronger pronounced and even small changes of land-cover, like rivers,
become visible in the simulation results. These qualitative improvements are partly
reflected by the statistics.

In the Hohe Tauern region v3 leads to significant changes for KSV and KPφ at all
stations (cf. Table 4.12). But the improvements of the frequency distributions (at 5
stations for KSV and at 3 for KPφ) are over-compensated by degradations resulting
in increased station-averaged statistics: V bias, KSV , KPφ, and ~Vrmse are raised from
0.3 m/s, 0.14, 0.25, and 6.8 m/s (v0) to 0.7 m/s, 0.15, 0.35, and 7.3 m/s. The spreads
of KSV , KPφ, and ~Vrmse are also slightly increased. A gradually improvement can be
found for rV which is increased from 0.40 (v0) to 0.43 along with a reduction its spread.
Most contrary results can be found at PK (cf. Figure 4.10): V bias and KSV are reduced
about −0.8 m/s and −0.07, while KPφ and ~Vrmse are increased about 0.25 and 0.6 m/s,
respectively, which is similar to the statistics at IF (cf. Figure 4.10). Those notable
degradations of KPφ are also found at HK, ZS, and SH. However, v2’s degradation
of KSV at EB is countermanded and improved leading to its best time-independent
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(a)

(b)

(c)

Figure 4.10: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1 to Dec 31, 1999, in the Hohe Tauern region
at stations (a) EB, (b) PK, and (c) IF (cf. Table 4.1). Observations (thick black
lines), the driving data ERA-40 (thin black lines), MM5 C3 (thin green lines),
and the CALMET-variants v0, v1, v2, and v3 (thick lines in green, blue, orange,
and purple, respectively) are shown. Observed mean values, the models’ biases
and the quality of the simulated distributions in terms of KSV (in parentheses)
and KPφ are listed in the legends.

statistics at all (cf. Figure 4.10). Note the contrariness of the time-independent statistics
is also reflected by the station-averaged distributions (cf. Figure 4.8) and by the time-
dependent vectorial statistics summarised in the Taylor-diagram (cf. Figure 4.9). Due
to the compensation of the velocity-related improvements at some scattered stations
by direction-related errors no clear changes of s~V ,n and r~V can be deduced in the Hohe
Tauern region.
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(a)

(b)

(c)

Figure 4.11: Same as Figure 4.10 but for the Vienna Basin at the stations (a) LT, (b) LB,
and (c) ZD (cf. Table 4.1).

In the Vienna Basin v3 shows a quite different behaviour: significant changes of KSV

and KPφ can be found at 8 and 4 stations respectively, leading to slightly improved av-
eraged statistics of V bias (reduction from v0’s 1.1 m/s to 0.9 m/s) and KSV (reduction
from v0’s 0.21 to 0.18), which is also depicted in the averaged frequency distributions
(cf. Figure 4.8), along with notable reductions of their spreads (from v0’s 2.5 m/s to
0.8 m/s and from v0’s 0.21 to 0.11) and with a conversion of the single station-by-station
velocity-related biases (V bias) to positive values (cf. Table 4.12). The station-averaged
KPφ as well as the time-dependent statistics ~Vrmse, rV , sV,d and sφ,d are nearly left un-
changed. Largest improvements can be found at LT where V bias is reduced from 1.4 m/s
(v0) to 0.5 m/s and KSV from 0.26 (v0) to 0.14 (cf. Figure 4.11). In contrast, LB shows
the largest degradations of the wind speed distribution: KSV is significantly increased
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from 0.08 (v0) to 0.17 and V bias is changed from −0.6 m/s to 0.8 m/s (cf. Figure 4.11).
Best results for the distributions of wind direction can still be found at ZD even if
KPφ is (insignificantly) increased from 0.04 (v0) to 0.05 (cf. Figure 4.11). Note the
velocity-related improvements along with the minor direction-related changes are also
reflected by the vectorial time-dependent normalised statistics s~V ,n and r~V shown in
the Taylor-diagram (cf. Figure 4.9): the single marks for the stations are surrounding
its slightly improved central point most densely, indicating a notable reduction of the
random-part of the downscaling-error.

(a)

(b)

Figure 4.12: Simulated annual wind speed [m/s] at 10 m a.g.l. (period: Jan 1 to Dec 31,
1999) with 200 m × 200 m grid spacing modelled by the CALMET-variants
(a) v0 and (b) v3 in the Hohe Tauern region (left column) and in the Vienna
Basin (right column) (cf. Figure 4.1). CALMET is driven by MM5 domain C3
(dynamic initialisation) with 1 km × 1 km grid spacing in all cases.

In general, the magnitudes of the station-averaged mean values of the statistics are
rather more affected by changes of MM5 than by changes of CALMET in both study
regions: e. g., when MM5 is switched to B3 (C3) in the Hohe Tauern region |V bias| and
KSV are reduced by −0.9 m/s and −0.1 (−1.4 m/s and −0.1) respectively, but they are
increased by 0.4 m/s and 0.01 when CALMET is changed from v0 to v3 (cf. Table 4.13).
This highlights the close linkage between the two models and pronounces the strong
influence of the initial-fields for the diagnostic model.
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Table 4.13: Changes of station-averaged annual statistics (cf. Table 4.2) and their spreads in
the Hohe Tauern region and in the Vienna Basin when MM5 is switched from
A2 to B3 and C3 and when CALMET is switched from v0 to v3.

Change of V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

configuration [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Changes of mean values in the Hohe Tauern region

Av0 → Bv0 -0.9 4.9 -0.08 -0.02 -0.8 0.11 -0.9 2.6
Av0 → Cv0 -1.4 1.7 -0.13 -0.05 -1.1 0.10 -0.9 12.1
Cv0 → Cv3 0.4 -2.5 0.01 0.10 0.5 0.03 0.0 -3.0

Changes of spreads in the Hohe Tauern region

Av0 → Bv0 -0.7 5.2 -0.24 -0.01 1.1 -0.08 -1.1 20.4
Av0 → Cv0 -0.3 107.2 -0.40 0.03 0.8 0.07 -0.7 46.7
Cv0 → Cv3 -0.1 -76.5 0.09 0.04 1.6 -0.03 0.5 -11.9

Changes of mean values in the Vienna Basin

Av0 → Bv0 0.6 15.0 0.10 0.02 0.2 0.03 -0.1 -3.8
Av0 → Cv0 -0.4 2.7 -0.06 -0.01 -0.3 0.01 -0.1 -0.6
Cv0 → Cv3 -0.2 2.3 -0.03 0.00 -0.1 -0.01 -0.1 0.1

Changes of spreads in the Vienna Basin

Av0 → Bv0 -0.3 9.2 0.00 0.04 -0.1 0.01 -0.2 -3.0
Av0 → Cv0 0.2 -4.4 -0.12 0.00 -0.3 -0.03 -0.1 -0.2
Cv0 → Cv3 -1.7 0.5 -0.10 0.02 1.1 0.02 0.4 -0.1

4.3.3 Long-term Simulation with the Control Configuration

As pointed out in Section 4.1 a climate simulation (period Jan 1, 1981 00:00 UTC to
Dec 31, 1990, 23:00 UTC) with the control-configuration Av0 (driven by the ERA-40
reanalysis) was conducted for the Alpine region (domain A2) and the Vienna Basin
(CALMET study region). The comparison between modelled and observed air-flows
at five observation-stations within the Vienna Basin (cf. Table 4.1) shows that Av0
overestimates the wind speeds of this ten-year period in a similar way as in the one-
year period (cf. Section 4.3.1): Table 4.14 shows positive biases (between 1.1 m/s and
2.7 m/s) at all stations which is also reflected by the station-averaged frequency distri-
bution (cf. Figure 4.13). Furthermore, the simulation results significantly deviate from
the observations at all stations leading to decadal station-averaged statistics for V bias,
φbias, KSV , and KPφ of 1.7 m/s, 4.0◦, 0.29, and 0.14 (cf. Table 4.14), respectively.
These results are similar to the one-year statistics. However, the number of stations for
the ten-year period is reduced from 10 (one-year period) to 5, because the density of
the observation-network of ZAMG was drastically increased later in time (during the
nineteen-nineties). In addition, the fraction of valid data (0.68 for the station-average)
is notably lower than in the one-year period (0.90). This is partly based on the date
when the stations started to operate (e. g., NE started on June 22, 1984), which limits
the number of possible data records, and partly based on the less reliability of the older
stations. Nevertheless, due to the long simulation period the number of data records
is still large enough to obtain statistically significant results: e. g., even if the fraction
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Table 4.14: Decadal (period 1981 to 1990) error statistics (cf. Table 4.2) of Av0 (upper panel)
and its intermediate dynamic downscaling-step (lower panel) at the stations in
the Vienna Basin (cf. Table 4.1) along with the ratio of valid data (Val.), the
observed mean wind speed (V o), and the observed mean wind direction (φo).
Significant deviations from observations (parentheses) and differences between
the downscaling-steps (brackets) are indicated by significances < 0.05.

Station Val. V o φo V bias φbias KSV KPφ
~Vrmse rV sV,d sφ,d

Abbr. [1] [m/s] [◦] [m/s] [◦] [1] [1] [m/s] [1] [m/s] [◦]

Control configuration Av0 (combined application of MM5 setup A and CALMET v0), 200 m grid spacing

GE 0.17 2.8 285.1 2.7 6.3 0.45 0.10 4.2 0.59 2.2 53.3
(<0.01) (<0.01)

[<0.01] [<0.01]

NE 0.59 3.1 338.6 1.8 -28.6 0.31 0.11 3.9 0.51 2.2 58.0
(<0.01) (<0.01)

[<0.01] [<0.01]

SD 0.65 3.0 263.9 2.5 20.9 0.37 0.13 4.4 0.53 2.5 59.1
(<0.01) (<0.01)

[0.23] [<0.01]

WI 0.57 3.3 265.8 1.6 16.1 0.26 0.10 3.7 0.56 2.3 54.4
(<0.01) (<0.01)

[<0.01] [<0.01]

HW 0.93 3.3 280.7 1.1 3.9 0.21 0.19 3.4 0.59 2.1 56.4
(<0.01) (<0.01)

[<0.01] [<0.01]

ave 0.68 3.2 284.6 1.7 4.0 0.29 0.14 3.9 0.56 2.3 56.8
Dynamic downscaling-step (MM5 domain A2), 10 km grid spacing

GE 0.17 2.8 285.1 1.6 7.9 0.31 0.12 3.2 0.60 1.8 53.9
(<0.01) (<0.01)

NE 0.59 3.1 338.6 2.1 -27.0 0.36 0.11 4.2 0.51 2.3 58.1
(<0.01) (<0.01)

SD 0.65 3.0 263.9 2.4 28.7 0.37 0.13 4.4 0.52 2.5 59.7
(<0.01) (<0.01)

WI 0.57 3.3 265.8 3.1 14.0 0.45 0.12 5.0 0.53 2.8 53.7
(<0.01) (<0.01)

HW 0.93 3.3 280.7 2.6 4.1 0.39 0.20 4.6 0.57 2.5 54.8
(<0.01) (<0.01)

ave 0.68 3.2 284.6 2.5 5.7 0.39 0.15 4.5 0.54 2.5 56.3
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(a) (b)

Figure 4.13: Decadal station-averaged modelled and observed (a) frequency distributions of
wind speed and (b) time-dependent vectorial statistics in the Vienna Basin. In
(a) the observations (thick black line), the driving data ERA-40 (thin black
line), the MM5 result A2 (thin red line), and CALMET v0 (thick red line) are
shown; observed mean values, the models’ biases and the quality of the simu-
lated distributions in terms of KSV (in parentheses) are listed in the legend. In
(b) CALMET v0 (red dots) and MM5 A2 (red circles) are shown for each sta-
tion (small marks) (cf. Table 4.1); the station-averaged (large marks) normalised
vectorial standard deviations (s~V ,n) and vectorial correlation-coefficients (r~V )
are listed in the legend.

of valid data at GE is 0.17 (cf. Table 4.14) the time-series still includes 15287 valid
records.

Since KSV > KPφ at all stations the quality of the frequency distribution for wind
direction is higher than the quality of the distribution of wind speeds. Due to the
systematic overestimation of wind speed the normalised vectorial standard deviations
(s~V ,n) are larger than 1 at all stations (cf. Figure 4.13). However, the representation
of wind directions positively influences the vectorial correlation coefficients (r~V ): they
are higher than the scalar correlation coefficients (rV ), but they are bounded between
approximately 0.65 and 0.75.

The distribution of wind speed is captured most properly at HW (KSV = 0.21,
Figure 4.14) leading to the smallest values for V bias, ~Vrmse, and sV,d (i. e., 1.1 m/s,
3.4 m/s, and 2.1 m/s, respectively, cf. Table 4.14) and the best vectorial time-dependent
statistics (cf. Figure 4.13) as well. The worst simulated distribution can be found at
GE (KSV = 0.45, Figure 4.14) with a bias (V bias) of 2.7 m/s which is nearly as large as
the observed mean wind speed (V o = 2.8 m/s). However, since rV at GE is quite high
(0.59) the departure of the distribution is based on a notable part of a systematic error.
Contrarily, the distributions of wind direction show highest quality at GE together with
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(a)

(b)

(c)

Figure 4.14: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1, 1981, to Dec 31, 1990, in the Vienna Basin
at stations (a) HW, (b) GE, and (c) WI (cf. Table 4.1). Observations (thick
black lines), the driving data ERA-40 (thin black lines), MM5 A2 (thin red
lines), and CALMET-variant v0 (thick red lines) are shown. Observed mean
values, the models’ biases and the quality of the simulated distributions in
terms of KSV (in parentheses) and KPφ are listed in the legends.



103 4.4 Error Correction and Its Impact on Climate Simulations

Figure 4.15: Schematic of the quantile mapping method. Raw model output (blue) is cor-
rected (orange) by means of differences (yellow arrow) between modelled and
observed (black) cumulative frequency distributions at constant quantiles de-
rived during a training period.

WI (KPφ = 0.10, Figure 4.14) positively influencing r~V which reaches an overall value
of 0.73 (cf. Figure 4.13).

Improvements for all statistics due to the application of CALMET can be found at
three stations on average, but most drastic changes are related to the distributions of
wind speed: the station-averaged KSV is reduced from 0.39 (MM5) to 0.29 according
to a reduction of V bias from 2.5 m/s (MM5) to 1.7 m/s (cf. Table 4.14 and Figure 4.13)
while the other statistics nearly stay at their level. However, the spread of KSV is
increased from 0.14 (MM5) to 0.24, which is based on an enhanced overestimation of
wind speeds at GE increasing KSV from 0.31 (MM5) to 0.45 (cf. Figure 4.14). Strongest
improvements of KSV up to the magnitude of 0.19 can be found at WI and HW along
with a reduction of V bias about −1.5 m/s. Both, the improvements and the degradations
are of similar extend to those of the one-year simulation (cf. Av0 in Section 4.3.1).

Similar to the one-year simulations the ten-year simulation conducted with Av0 out-
performs the statistics of the driving data (ERA40) on average and separately for each
station (cf. Figure 4.13, Figure 4.14, and Section A.1).

4.4 Error Correction and Its Impact on Climate

Simulations

The model-observation comparisons in Section 4.3 clearly show a notable reduction
of ERA-40’s model errors due to the application of the downscaling method. Nev-
ertheless, significant deviations from observations remain. In order to reduce these
remaining errors empirical-statistical methods are available. A review on methods for
the preparation of error corrected data from raw model output for local climate im-
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(a) (b)

Figure 4.16: Model error of the control configuration Av0 (period 1981 to 1990) as a function
of simulated wind speeds at all stations in the Vienna Basin: (a) MM5 domain
A2 (10 km grid spacing) and (b) CALMET (200 m grid spacing).

pact studies and the impact of the error correction on the climate change signal can
be found in Themeßl et al. (2009). Hereby, the methods are flexible enough to bridge
the gap between gridded model output and required data (e. g., station-like point-wise
time-series) and perform error correction in one step. One of these correction meth-
ods, known as quantile mapping (QM) (Wood et al., 2004), is an empirical-statistical
method which enables to account for errors in the climatological mean (i. e., biases) and
in the variability of model variables (e. g. Piani et al., 2009). However, time-dependent
statistics, like correlation coefficients between modelled and observed time-series are
not improved. But since the focus lies on time-independent statistics (i. e., biases and
frequency distributions, cf. Section 4.1) QM provides a feasible error correction tech-
nique.

QM derives an error correction function (fcorr) based on cumulative frequency dis-
tributions of modelled data (cfdmod) from climate simulations of the past (predictors)
used as a training period and observational data (cfdobs) (predictands) (cf. Figure 4.15).
Hereby, the correction function is defined as difference between predictor and predictand
(equivalent to the model error) at constant quantiles. To correct a specific simulated
value, its according quantile is derived from cfdmod which is mapped onto cfdobs giving
back the corrected value. Note, if QM is applied onto the predictors of the training
period all errors of the modelled frequency distributions vanish per construction (the
time-dependent errors, like the root mean square error, are not improved).

Assuming the relation between cfdmod and cfdobs (i. e., their differences and hence the
correction function fcorr) does not change when the predictors are taken from an other
period (the application period) than the training period, QM can be used to correct the
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(a) (b)

Figure 4.17: Model errors of CALMET (thick lines) and MM5 (thin lines) of the configu-
rations Av0 (red), Bv0 (blue), and Cv0 (green) (period: Jan 1, 1999, 00:00
UTC to Dec 31, 1999, 23:00 UTC) as a function of simulated wind speeds at
all stations in (a) the Vienna Basin and in (b) the Hohe Tauern region.

model errors for this application period. An error corrected climate change signal can
be derived, if QM is applied on both simulation periods, the reference period and the
scenario period. As long as the model output of the application period lies within the
data range of the training period QM gives robust results. Complications arise when
the training period does not contain the data range of the application period (e. g.,
extreme values). In that case the correction function has to be extrapolated which
induces extrapolation-errors and, hence, leads to increased uncertainties for extreme
values.

Depending on the shape of fcorr a climate change signal of a given climate variable (ϕ)
might be significantly affected due to the application of QM. In general, an uncorrected
climate change signal (∆ϕ) is defined as the difference between averaged quantities (ϕ)
of a scenario-period (ϕscn) and a reference-period (ϕref ):

∆ϕ = ϕscn − ϕref . (4.5)

Due to the application of fcorr(ϕ) as a function of the uncorrected variable on ϕ each
single numeric value of ϕ is changed (ϕ → ϕ′):

ϕ′ = ϕ− fcorr(ϕ) . (4.6)

Since the climate change signal is based on averaged quantities, the behaviour of
fcorr(ϕ) throughout the averaging-process of ϕ influences the calculation of the signal.
This can easily be seen when fcorr(ϕ) is assumed to be linear in ϕ: if fcorr(ϕ) is defined
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(a) (b)

Figure 4.18: Model errors of CALMET (thick lines) and MM5 domain C3 (thin lines) of the
configurations Cv0 (green), Cv1 (blue), Cv2 (orange), Cv3 (magenta) (period:
Jan 1, 1999, 00:00 UTC to Dec 31, 1999, 23:00 UTC) as a function of simulated
wind speeds at all stations in (a) the Vienna Basin and in (b) the Hohe Tauern
region.

by a linear equation (with slope k and intercept d)

fcorr(ϕ) = k · ϕ+ d , (4.7)

and the climate change signal is defined as difference between the arithmetic means
of the scenario and reference period, then the corrected climate change signal (∆ϕ′) is
given by

∆ϕ′ = ϕ′

scn − ϕ′

ref = ϕscn − ϕref − k · (ϕscn − ϕref ) = ∆ϕ · (1− k) , (4.8)

where the intercept d vanishes, but the slope k of the correction function remains in
the corrected signal. If k ∈]0, 1[ (k < 0) the corrected signal is smaller (larger) than
the uncorrected; if k > 1 the signal changes its sign.

In the case of the wind downscaling method, the predictors are primarily repre-
sented by the simulated time-series of wind speeds (Vm) (hourly basis) of the ERA-
40-driven configuration Av0 of the ten-year period (1981 to 1990) in order to correct
the downscaling-error of MM5 and CALMET at the sites of the observation-stations
in the Vienna Basin (cf. Section 4.3.3). Due to the lack of two-dimensional gridded
observational datasets, the predictands are defined as the corresponding station-based
observed wind speeds (Vo) (cf. Section 4.1). Investigating the errors of the one-year
simulations is a secondary objective in order to gain additional information about the
behaviour of the error correction function in the complex Hohe Tauern region.
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Table 4.15: Mean derivatives of the error functions (∂fcorr(Vm)/∂Vm) and their spreads for
all model configurations in the Vienna Basin and the Hohe Tauern region (period:
Jan 1, 1999, 00:00 UTC to Dec 31, 1999, 23:00 UTC).

Configuration MM5 CALMET
spread mean spread mean

Changes of MM5 in the Vienna Basin

Av0 −0.36 to 0.31 0.13 −0.03 to 0.41 0.21
Bv0 −0.45 to 0.33 0.10 −0.06 to 0.38 0.22
Cv0 −0.43 to 0.36 0.12 −0.28 to 0.39 0.14

Changes of MM5 in the Hohe Tauern region

Av0 −1.27 to 0.73 −0.09 −0.45 to 0.72 0.13
Bv0 −1.06 to 0.50 −0.15 −0.12 to 0.53 0.11
Cv0 −0.36 to 0.62 0.11 −0.59 to 0.44 0.03

Changes of CALMET in the Vienna Basin

Cv0 −0.43 to 0.36 0.12 −0.28 to 0.39 0.14
Cv1 −0.28 to 0.39 0.14
Cv2 −0.28 to 0.37 0.13
Cv3 −0.07 to 0.32 0.15

Changes of CALMET in the Hohe Tauern region

Cv0 −0.36 to 0.62 0.11 −0.59 to 0.44 0.03
Cv1 −0.59 to 0.44 0.03
Cv2 −0.60 to 0.44 0.01
Cv3 −0.37 to 0.51 0.08

Focussing on the ten-year-simulation Av0 overestimates wind speeds at all stations
(positive biases, frequency distributions are shifted towards higher wind speeds, cf.
Section 4.3.3) in the Vienna Basin. Hence, the correction functions for MM5 (A2) and
CALMET (v0) show positive values over all modelled wind speeds (cf. Figure 4.16).
Furthermore, the mean first derivative of the correction functions with respect to Vm

(∂fcorr(Vm)/∂Vm) for each station lies within a range of 0.19 and 0.97 along with a
station-averaged mean of 0.33.

The correction functions for Av0 of the one-year-simulation (cf. Section 4.3.1) show
similar characteristics for most of the stations although the number of stations is larger
and the stations are broader distributed in space (cf. Section 4.1): the mean deriva-
tives vary in a range between −0.03 and 0.41 along with an averaged mean of 0.21
(cf. Table 4.15 and Figure 4.17) giving positive derivatives for most of the stations.
Similar characteristics of the correction functions can also be found for the other con-
figurations (variations of MM5 and modifications of CALMET) (cf. Table 4.15, Fig-
ure 4.17, and Figure 4.18). Therefore, following equation (4.8), if a climate change
signal within the Vienna Basin is corrected via some linear approximations of these
functions it can be expected to be smaller than the uncorrected signal.

Nonetheless, even if the station-wise correction functions show similar characteris-
tics in the Vienna Basin, their spectrum is still quite broad. Therefore, an overall
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two-dimensional correction function providing robust and valid results throughout the
model grid in oder to correct the simulation within the entire model domain cannot
easily be derived and is therefore seen as a promising objective for future investiga-
tions. One possible approach could be based on a horizontal interpolation scheme of
the station-wise correction functions taking account for different anemometer heights,
surface roughness lengths, and orographic features. However, additional observation-
stations would be necessary to extract the impacts of these features and to capture
their influences on the correction functions in an empirical-statistical way.

In contrast to the Vienna Basin, in the Hohe Tauern region the correction func-
tions of the one-year simulations are much more divergent and show more complex
shapes (cf. Figure 4.17, and Figure 4.18): positive and negative values are nearly
equally found and the mean first derivatives vary within a range from −0.60 (Cv2)
and 0.72 (Av0) (cf. Table 4.15). Figure 4.17, and Figure 4.18 also highlight the stronger
pronounced influences of the orography leading to local air-flows deviating from the
hybrid dynamic/diagnostic downscaling concept (cf. Section 2.2). Therefore, a general
conclusion about the impact on a climate change signal based on the concept of linear
approximation (cf. equation (4.8)) cannot be drawn. Moreover, an overall conclusive
two-dimensional correction function is difficult to derive from the presented evalua-
tion results. Reliable data from much more observation stations would be necessary
to empirically extract the underlying main sources of these large differences between
simulation results and observations. At least, shifting (and extending) the simulation
period to capture several recent years would offer the possibility to increase the number
of stations.

Due to the cyclicity of circular data cumulative distribution functions for wind direc-
tions are difficult to derive. A modification of QM to be applicable on wind directions
is therefore set aside and addressed to possible future investigations.

4.5 Concluding Remarks

The downscaling-method and its variants have successfully been applied in both study
areas, the Hohe Tauern region and the Vienna Basin. The evaluation of the one-year
simulations (cf. Section 4.3.1 and Section 4.3.2) and the ten-year climate simulation
(cf. Section 4.3.3) has shown that the hybrid dynamic-diagnostic wind downscaling
method is a feasible and robust method to generate highly resolved (200 m×200 m
grid spacing) climatologies for near surface wind capturing most of the observed rele-
vant features including the multi-modality of observed distributions of wind speed and
direction. Although statistically significant deviations from observations generally oc-
cur the downscaling method (in any configuration) outperforms the driving data, the
re-analysis dataset ERA-40 on average. Only at a few observation-stations the distri-
butions of wind speed (at ZS) and directions (at IF and at LT) are not improved. Since
the time series of ERA-40 and the observations are nearly uncorrelated, the ERA-40’s
outstanding performance in frequency distributions and biases at ZS, IF, and LT is
supposed to be based on coincidence.

At a glance, in the Vienna Basin the dynamic as well as the diagnostic model in all
configurations (including the ten-year simulation) show positive biases for wind speed
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at all stations (except at LB) and the frequency distributions of wind direction are
more properly captured than the distributions of wind speed: the station-averaged
biases, Kolmogorov-Smirnov statistics, and Kuiper statistics vary between 0.9 m/s and
2.1 m/s (1.1 m/s and 2.5 m/s), 0.18 and 0.37 (0.22 and 0.39), and between 0.14 and
0.21 (0.12 and 0.19) for CALMET (MM5), respectively. In the Hohe Tauern region the
distributions of wind speed are more properly captured, but the biases of wind speed
show positive and negative values and the statistics have a broader spread: the station-
averaged biases, Kolmogorov-Smirnov statistics, and Kuiper statistics vary between
0.3 m/s and 1.7 m/s (-0.1 m/s and 1.1 m/s), 0.14 and 0.27 (0.24 and 0.28), and
between 0.25 and 0.35 (0.28 and 0.33) for CALMET (MM5), respectively. In addition
to this differences between the two study regions, the time-dependent statistics show
improved values in the Vienna Basin when compared to the Hohe Tauern region: the
station-averaged root mean square errors, correlation coefficients for wind speed and
wind vectors vary between 6.8 m/s and 7.9 m/s (6.6 m/s and 6.2 m/s), 0.30 and 0.41
(0.37 and 0.45), and 0.38 and 0.42 (0.39 and 0.41) in the Hohe Tauern region and
between 3.9 m/s and 4.5 m/s (4.0 m/s and 4.5 m/s), 0.53 and 0.57 (0.53 and 0.56), and
0.63 and 0.67 (0.64 and 0.66) in the Vienna Basin for CALMET (MM5), respectively.
Improvements due to the application of CALMET depend on the MM5 variant and the
observation station, but in general the spreads of the station-by-station statistics are
densified indicating a reduction of the random-part of the downscaling-error.

Looking further into details, based on the one-year simulations changes of the res-
olution of MM5 affect the performance of the downscaling method more than the
modifications of CALMET in both study regions (cf. Table 4.13). This highlights the
close linkage between the two models and the vital importance of the initial wind fields
for diagnostic models. However, smaller grid spacings do not necessarily improve the
evaluation statistics (cf. Section 4.3.1): while in the Hohe Tauern region wind-speed-
related biases and frequency distributions as well as their spreads are improved, in
the Vienna Basin these statistics are only improved by the dynamic initialisation vari-
ant of MM5 (setup C). Especially, configuration Bv0 (5 km grid spacing for MM5,
cf. Section 3.2.1) shows an enhanced overestimation of wind speed in the Vienna Basin,
which is assumed to be based on multiple possible influences (i. e., improper or miss-
ing sub-grid-scale parameterisations, domain size/number of grid cells). On average,
among the MM5-variants configuration Cv0 approximates the observations best with
respect to frequency distributions of wind speed and direction in both study regions.
Therefore, the simulations of the CALMET variants were based on MM5 C3.

Focussing on the CALMET variants, significant deviations from variant v0 were only
found for variant v3 (altered interpolation scheme based on the height of the PBL from
MM5) and to a lesser extend for variant v2 (re-considered sensible heat flux). Variant
v3 captures much more topographic features on the highly resolved CALMET-grid
and results in more structured climatologies. However, these improvements are only
partly reflected by the evaluation statistics: in the Hohe Tauern region v3 gives both,
best (at PK) and most worse (at HK) results along with increasing spreads. The
distributions of wind speed are partly improved, but distributions of wind direction
are notably degraded. In the Vienna Basin both, the time-independent and time-
dependent, statistics are more improved leading to best station-averaged results (bias of
wind speed is 0.9 m/s and the statistics for the frequency distributions are 0.18) and the
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statistics’ spreads are strongly reduced indicating a notable reduction of the random-
part of the downscaling-error. This enhanced sensibility of CALMET in the complex
terrain can be explained by the enhanced sensibility of the divergence-minimisation
scheme at steeper slopes (cf. Section 2.2.2) and by the influences of possible misleading
representations of the PBL from MM5 (cf. Section 2.1.1) together with the simplified
estimation of the surface-layer-height (cf. Section 3.3.3). Due to the flat terrain these
effects are reduced in the Vienna Basin. For variant 2, the frequency distributions
hardly depart from v0. The Kolmogorov-Smirnov- and Kuiper-statistics deviate within
a range between -0.02 and 0.04. Therefore, it can be concluded that CALMET is more
sensible for modifications of the initialisation fields than for other modifications. Since
variant v3 (driven by MM5 C3) gives most robust results in the Vienna Basin and
offers the potential for further improvements also in the Hohe Tauern region via more
sophisticated treatment of the PBL it is identified as the most promising combination
of MM5 and CALMET.

The ten-year simulation with configuration Av0 in the Vienna Basin (cf. Section 4.3.3)
gives similar results as the one-year simulation with Av0. Wind speeds are notably
overestimated (station-averaged bias 1.7 m/s) shifting the frequency distributions sys-
tematically towards higher velocities (the Kolmogorov-Smirnov statistic gives 0.29 on
average) while the distributions of directions are best captured on average (the Kuiper
statistic gives 0.14) along with a very small spread of 0.09. These remaining wind-speed-
related downscaling errors were corrected via the quantile mapping method, which is
based on the observation data. However, these correction functions will affect a cli-
mate change signal, if the underlying climate simulations are corrected via this method.
Moreover, from the shape of the correction functions and their similarities in the Vienna
Basin it can be concluded that a climate change signal of the corrected near-surface
wind will be smaller than the signal of the uncorrected one (cf. Section 4.4). Due to
a missing long-term simulation and stronger pronounced topographic influences such
a general conclusion for the impact of the correction functions on the climate change
signal cannot be drawn in the Hohe Tauern region. Due to the lack of two-dimensional
gridded observational dataset, the correction functions are currently limited to be ap-
plied on the sites of the observation stations.

Summing up, it can be concluded that 1) the steady-state flow concept, which is
a primary concept of CALMET and which is further enhanced via the dynamic ini-
tialisation procedure of MM5 (variant C, cf. Section 3.2.2), is the most dominant cli-
matological mechanism in the Hohe Tauern region and hence the wind downscaling
method generates more realistic frequency distributions of wind speed in this complex
terrain, 2) per construction of the wind downscaling method (the steady-state flow
concept) wind climatologies in the Hohe Tauern region are mostly forced by synoptic
and regional scale processes (cf. Section 1.1.2), while slope flows, the Froude-effect, and
other local effects (cf. Section 1.1.3) play a minor climatological role, but are leading
to weak (temporal) correlations between modelled and observed flows, 3) the random-
part of the downscaling-error is smaller in the Vienna Basin where the wind speed is
systematically overestimated, 4) the application of CALMET adds value in general due
to the reduction of the station-by-station spreads of the evaluation statistics, 5) the
downscaling-errors can be reduced via the quantile-mapping method in order to gener-
ate error-corrected wind climatologies, and 6) depending on the shape of the correction
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functions climate change signals are affected due to the error correction (i. e., in the
Vienna Basin a corrected signal for near surface wind is expected to be smaller than
an uncorrected one).





5 A Future Scenario for Near
Surface Wind

Within the framework of the project reclip:more long-term climate simulations (periods
1981 to 1990 and 2041 to 2050) (Gobiet et al., 2006; Truhetz et al., 2007) were conducted
in order to generate a highly resolved (10 km×10 km grid spacing) climate change
scenario for the Alpine region. Hereby, model-output of a GCM, called ECHAM5
(Roeckner et al., 2003) (80 km × 120 km grid spacing), forced by the IPCC emission-
scenario IS92a (Leggett et al., 1992) was dynamically downscaled via MM5 following
setup A of the wind-downscaling method (cf. Section 3.1). By means of CALMET’s
control version v0 (cf. Section 3.1) the output of MM5 is further downscaled to generate
wind climatologies in the Vienna Basin with 200 m × 200 m grid spacing for current
climate (period 1981 to 1990) and the future scenario (period 2041 to 2050). In other
words, configuration Av0 of the wind downscaling method is applied on the output of
ECHAM5.

Details of the GCM-data can be found in the following Section 5.1. By comparing the
simulation results of both periods mean climate change signals of near surface wind are
derived for the Alpine region and the Vienna Basin on annual and seasonal basis. These
signals along with climate change effects on frequency distributions of wind speed and
direction are presented and discussed in Section 5.2. In addition, some main sources
of these climate change effects are identified by means of additional analysis of other
parameters apart from near surface wind. However, the presented plots are limited to
those which are necessary to settle the claim of traceability. The complete plot-series
can be found in Appendix A.2. Concluding remarks in Section 5.3 are closing this
chapter.

5.1 Driving Data

The driving data, i. e.the LBCs for MM5 domain A1 (cf. Section 3.1), were derived
from special ECHAM5-simulations conducted by Martin Wild and Peter Tschuck at the
ETH Zürich, Switzerland. In that case ECHAM5 was not coupled to an ocean-model,
but it was driven by sea-surface-temperatures simulated by previous ECHAM4-runs
instead. Observed greenhouse-gas concentrations were used to generate a reference
climate simulation including the period 1981 to 1990 and the IPCC emission scenario
IS92a (Leggett et al., 1992) was used to take account for the expected increase of
greenhouse gas concentrations during the twenty-first century.

The scenario IS92a is one of the older business-as-usual scenarios of the IPCC intro-
duced in the Third Assessment Report (TAR) (Houghton et al., 2001). Focussing on
the future period (2041 to 2050) the increase of the global carbon-dioxide (CO2) and
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Figure 5.1: Expected change of the global annual mean temperature (2 m a.g.l.) in the 21st

century depending on the IPCC greenhouse-gas emission scenario. The scenario
IS92a is marked by the black solid line. From Houghton et al. (2001), modified.

methane (CH4) concentrations of IS92a lie between the recent IPCC scenarios SRES
A2 and SRES B2 leading to a moderate increase of the global near surface temperature
(2 m a.g.l.) (cf. Figure 5.1).

5.2 Climate Change Signals for the Alpine Region

and the Vienna Basin

After the application of the wind-downscaling method onto the ECHAM5 model-output
climate change signals for wind speed are calculated as differences between two mean
values, one referring to the scenario period 2041 to 2050 (V scn) and one referring to
the reference period 1981 to 1990 (V ref ) (cf. equation (4.5) in Section 4.4). Since
the application of the error correction method is limited to the points of observation
stations and a 2D-correction function is not available yet (cf. Section 4.4), the spatial
distributed climate change signals are left uncorrected. Hypothesis-tests are applied on
each grid cell to deduct whether the wind speeds of the scenario period significantly
differ from those of the reference period and hence whether the derived climate change
signals are statistically significant (significance < 0.05) or insignificant (significance
≥ 0.05). For that matter, the samples are de-trended in advance to reduce the effect of
internal decadal trends. Furthermore, annual and seasonal mean values for each year
of the reference and the scenario period are calculated to reduce the influence of the
non-normality of the underlying distributions and hence make simple hypothesis-tests
applicable. However, in practise even those mean values do not completely fulfil the
constraints of normality. Therefore, the distributions of the annual and seasonal means
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Figure 5.2: Uncorrected relative climatic change of mean annual wind speeds [%] (10 m
a.g.l.; periods 1981 to 1990 and 2041 to 2050; emission scenario IS92a) in the
Alpine region with 10 km grid spacing from MM5 domain A2 (control configu-
ration, cf. Section 3.1, Figure 3.1). Areas with statistically insignificant signals
(significances ≥ 0.05) are grey-shaded and are covering 19.0 % of the model
domain.

are tested against normality by means of the Kolmogorov-Smirnov-test (cf. Section 4.1)
by substituting cdf1 or cdf2 in equation (4.1) with a fitted normal distribution. If the
samples are normally distributed, Student’s t-test is applied to calculate the significance
of the climate change signal, otherwise the significance is derived from the Wilcoxon
Rank Sum test. Hypothesis-tests for other climate change signals than for wind speed
are set aside.

Significant 2D climate change signals for the mean annual wind speed (10 m a.g.l.)
over the Alpine region derived from the dynamic downscaling-step (MM5 domain A2,
10 km grid spacing) are shown in Figure 5.2. The area-fraction of the model-domain
covered by statistically significant signals (in the following referred to as significance-
fraction) is 81.0 %. Especially along the Alpine main crest and in its surrounding
plains the signals are significant, negative, and correlated to the surface-altitude lead-
ing to spatially distributed decreasing mean annual wind speeds, in general: −3.3 %
(−0.2 m/s) averaged over significant and insignificant changes of the entire Alpine re-
gion, up to −20.8 % (−1.2 m/s) in mountainous areas, and approximately −5 % in the
surrounding plains (cf. Figure 5.2).

Figure 5.3 shows that this general reduction of the annual wind speed is not uniformly
distributed over the annual cycle, but the correlation between the climate change signals
and the surface-altitude roughly remains. Shifts between the averaged seasons appear
along with changes of the significances: during the winter months December, January,
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(a) (b)

(c) (d)

Figure 5.3: Same as for Figure 5.2, but for the seasons (a) DJF, (b) MAM, (c) JJA, and
(d) SON. Areas with statistically insignificant signals (grey-shaded) are covering
19.0 %, 12.4 %, 34.0 %, and 33.2 %, respectively.

and February (DJF) and in the months of spring March, April, May (MAM) most
drastic reductions up to more than −27 % (−2.5 m/s in DJF and −1.9 m/s in MAM)
appear together with significance-fractions >80 %. In the summer months June, July,
August (JJA) and in the autumn months September, October, November (SON) the
seasonal mean wind speeds are reduced by a maximum of −18.4 % (−1.1 m/s) (JJA)
and −15.6 % (−1.0 m/s) (SON), respectively, and the significance-fractions are reduced
to ≈ 66 % in both seasons. Especially, in Upper Austria and in the Vienna Basin the
significances are very weak during JJA. However, significant increases of the wind
speeds up to 10 % (≈ 0.4 m/s) are found north-west to the Alps in south-eastern
Germany, northern parts of Switzerland, and some eastern parts of France during JJA
and SON, while slight reductions between −5 % (−0.3 m/s) and −7 % (−0.4 m/s) are
found over the Adriatic Sea throughout the seasons MAM, JJA, and SON.

Focussing on the Vienna Basin shown in Figure 5.4 and hence on the results of the
combined dynamic-diagnostic downscaling method, the wind speeds (10 m a.g.l.) are
decreasing as well. However, the climate change signals are much weaker pronounced
than in the Alps and the correlation to the surface-altitude is not that obvious: the mean
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Figure 5.4: Uncorrected relative climatic change of mean annual wind speeds [%] (10 m a.g.l.;
periods 1981 to 1990 and 2041 to 2050; emission scenario IS92a) in the Vienna
Basin with 200 m grid spacing from the control configuration Av0 (cf. Section 3.1,
Figure 3.1). Areas with statistically insignificant signals (significances ≥ 0.05)
are grey-shaded and are covering 13.7 % of the model domain.

annual wind speed is reduced by −2.9 % (−0.2 m/s) on average, partly up to −5.1 %,
along with a significance-fraction of 86.3 %. Similar to the behaviour in the Alps notable
seasonal variability of the climate change signals can be found in Figure 5.5: strongest
reductions appear in DJF and MAM with up to −9 % (−0.7 m/s and −0.4 m/s,
respectively), where the significance-fractions are 95.3 % (DJF) and 79.7 % (MAM),
while weakly increasing wind speeds up to 6 % (0.3 m/s) are found for SON with
a significance-fraction of 70.5 %. During JJA the fraction of significant signals is
drastically reduced to 37.1 %, preventing the signals from domain-wide interpretation,
but in areas with significant signals the mean wind speed is reduced by up to −5.2 %
(−0.2 m/s).

In addition to the 2D climate change signals (see above), point-wise signals for wind
speed and direction are derived at the sites of the five long-lasting observation stations
in the Vienna Basin introduced in Section 4.4 (cf. Figure 4.1 and Table 4.1). Since the
correction functions for wind speed were derived in Section 4.4 (cf. Figure 4.16), the
climate change signals for wind speed are corrected at these sites. By means of the
Kolmogorov-Smirnov-test and the Kuiper-test (cf. Section 4.1) significances of depar-
tures between the distributions of the reference and the scenario period are calculated
in order to indicate significant changes of the distributions.

Corrected and uncorrected frequency distributions from the reference and scenario
simulation averaged over all station sites are shown in Figure 5.6: on average, the
uncorrected climate change signals give a significant overall reduction of −0.2 m/s
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(a) (b)

(c) (d)

Figure 5.5: Same as for Figure 5.4, but for the seasons (a) DJF, (b) MAM, (c) JJA, and
(d) SON. Areas with statistically insignificant signals (grey-shaded) are covering
4.7 %, 20.3 %, 62.9 %, and 29.5 %, respectively.

(−3.7 %) for wind speeds shifting the frequency distributions of the scenario simulation
towards lower velocities. Concerning wind directions, enhancements of the westerly
winds from directions between 270◦ and 300◦ are detected on average (cf. Figure 5.6).

As it was expected from the shape of the correction functions (cf. Section 4.4) the
velocity-related signal is dampened due to the application of the error correction method:
the station-averaged signal of the mean annual wind speed is significantly reduced to
−0.1 m/s (−2.9 %) (cf. Figure 5.6). Therefore, the error correction method has signif-
icant impact on the climate change signal.

Looking at each station site separately, the averaged climate change signals from
Figure 5.6 can also be found: the wind speeds are reduced, the westerly winds are
enhanced, and the error correction functions significantly modify the climate change
signals. At the investigated station sites the error correction approximately halves the
magnitude of the climate change signal, e. g., at station GE the signal for wind speed
is reduced from −0.2 m/s to −0.1 m/s (cf. Figure 5.7; frequency distributions for all
stations can be found in Section A.2).

Comparing the 2D climate change signals of the dynamic (cf. Figure 5.2 and Fig-
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(a) (b)

Figure 5.6: Station-averaged frequency distributions of (a) corrected (solid lines) and uncor-
rected (dashed lines) wind speeds and (b) uncorrected wind directions from the
reference period 1981 to 1990 (index “ref”) and the scenario period 2041 to 2050
(index “scn”) modelled by both downscaling-steps: MM5 domain A2 (thin lines)
and CALMET variant v0 (thick lines). The legend in (a) shows uncorrected
and corrected (index “c”) mean annual wind speeds for the reference simulations
(ref/refc) and the scenario simulations (scn/scnc). The averaged statistics of the
(a) Kolmogorov-Smirnov-test and (b) Kuiper-test comparing the distributions of
the scenario with the reference period are listed in the legends (in parentheses).

ure 5.3) and the combined dynamic-diagnostic downscaling steps (cf. Figure 5.4 and
Figure 5.5) in the Vienna Basin and comparing the two downscaling-steps by means of
the point-wise signals at the station sites (cf. Figure 5.6 and Figure 5.7), the strong de-
pendency of the diagnostic model from its initialisation fields is highlighted again: the
changes of the annual wind speeds have the same magnitudes, and the frequency distri-
butions have similar shapes, even if the 2D signals of the combined dynamic-diagnostic
downscaling method are more structured and influenced by the highly resolved model-
topography.

As pointed out in Section 1.3 climate change effects on near surface winds are related
to changes of synoptic-scale processes as well as to changes of smaller-scale processes
within the PBL. Both influences are difficult to analyse, since they depend on changes
of the general circulations (e. g., shifts of the atmospheric circulation-cells, changes of
the NAO) and on changes of short-term weather patterns (e. g., number, intensity, and
tracks of cyclones). However, some evidence for changes of synoptic-scale processes
is indicated by changes of the spatial distribution of the mean (referring to average
large-scale processes) and the standard deviation (referring to short-term synoptic-scale
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(a) (b)

Figure 5.7: Same as for Figure 5.6, but for station GE.

conditions) of the sea-level pressure (derived from 6-hourly pressure fields): Figure 5.8
shows largest seasonal changes of both variables during DJF and JJA. In DJF, when
the PBL is more stable stratified, the mean sea-level pressure is increased in Northern,
Eastern, and Central Europe by up to 3.7 hPa resulting in a more stagnant atmo-
sphere over Central Europe and hence to a reduction of gradient-forced air-flows over
the Alps on synoptic-scales on average. Due to the orography-induced speed-up ef-
fect (cf. Section 1.1.3 and Section 2.1.2) this reduction of synoptic air-flows is stronger
pronounced in the Alps and explains the observed large reduction of wind speed in
the scenario simulation (see above). On the other hand, the standard deviation of the
sea-level pressure is increased by up to 0.8 hPa to the south of the Alps an in South-
Eastern Europe (cf. Figure 5.8) indicating an increased short-term variability leading
to increased regional frontal winds in this area (e. g., increased wind speeds along the
Dalmatian coast line in Figure 5.3).

During the other seasons the relations become more complex, because of the increas-
ing influence of thermal processes, like convection. Especially during JJA (cf. Figure 5.9)
the seasonal sensible heat fluxes are increased by up to 40.7 W/m2 in the Alps, but
also in the Po Basin, in northern Italy, and in the south of France. However, this
increased heat fluxes result in regionally different effects on the PBL: Figure 5.9 shows
that the seasonal mean temperature lapse rate (approximated by the air temperature
and the geo-potential height between the 700 hPa level and 2 m a.g.l. for convenience)
is decreased by −1.9 K/km in JJA in the Alps, while in the Po Basin the lapse rate is
nearly left unchanged. Since a reduction of the lapse rate indicates a de-stabilisation
of the PBL, convective flow patterns are supposed to occur more frequently at the
expense of flow patterns under neutral and stable conditions. Since neutral and stable
conditions are favouring higher wind speeds, e. g., the orography-induced speed-up ef-
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(a) (b)

(c) (d)

Figure 5.8: Uncorrected climatic change of seasonal mean (upper row) and standard devi-
ation (lower row) of sea-level-pressure [hPa] (periods 1981 to 1990 and 2041 to
2050; emission scenario IS92a) over Europe with 30 km grid spacing from MM5
domain A1 (control configuration, cf. Section 3.1, Figure 3.1) for the seasons (a)
(c) DJF and (b) (d) JJA.

fect (cf. Section 1.1.3 and Section 2.1.2) or gravity waves (cf. Section 1.1.2), lower wind
speeds are expected to be found under unstable conditions.

Seasonal and regional variability is also reflected by the changes of the near surface
temperature (2 m a.g.l.), which shows highest temperature-increases of up to 3.7 ◦C
during JJA (cf. Figure 5.9) in the inner Alps.

By comparing the changes of the heat fluxes, temperatures, and lapse rates the rela-
tion between the reduction of wind speed during JJA in the inner Alps (cf. Figure 5.3)
and changes of the PBL becomes phenomenologically obvious.

The reduction of the wind speeds in the Alps during MAM (cf. Figure 5.3) is related
to both, changes of the surface energy budget and changes of synoptic-scale processes.
The increase of the sensible heat fluxes together with the reduction of the stability
of the PBL is weaker pronounced and shifted to geographic regions at lower altitudes
(see Appendix A.2, Figure A.19 and Figure A.20, respectively). In addition, changes of
synoptic-scale processes, similar to those found for DJF, are indicated by changes of the
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sea-level pressure as well (see Appendix A.2, Figure A.17 and Figure A.18). Therefore,
in MAM multiple overlapping effects exist preventing from detailed explanation of the
climate change effects for near surface wind.

Due to the complexity of the processes unique assignments between causes and effects
requires further investigations. First indications can be taken from changes of snow-
cover and moisture availability at the surface. These seem to play important parts
within this context: for instance, in the scenario simulation the snow-cover in JJA
completely vanishes by the end of August in the inner Alps (while it partly remains
in the reference simulation) (not shown) resulting in erratic decrease of surface albedo
and hence in increase of the surface energy budget due to enhanced absorption of
incoming radiation during daytime (cf. equations (3.10) and (3.11) in Section 3.3.2).
This concept based on a changing snow-cover is supported by the behaviour of the
sensible heat fluxes and the temperature lapse rates during MAM, since geographic
regions at lower altitudes are affected.

In contrast to the inner Alps, in the Po Basin, northern Italy, and southern parts
of France the increase of sensible heat fluxes only appears during JJA (cf. Fig-
ure 5.9 and Appendix A.2, Figure A.19) and does not affect the temperature lapse rate
(cf. Figure 5.9 and Appendix A.2, Figure A.20) and hence the seasonal wind speeds are
hardly changed (cf. Figure 5.3). Additional analysis of the simulation results indicate
that there is no change in the surface albedo in these regions (not shown) and hence
the increase of the sensible heat flux has to be achieved at the expense of the latent
and/or ground heat fluxes and/or by changes of the incoming radiation (cf. equation
(3.10) and (3.11) in Section 3.3.2). Since the stability of the PBL is hardly affected,
reductions of the latent heat flux based on a temperature-forced drying-out of the soil
and hence a reduction of the moisture availability at the surface are supposed to be the
cause for preventing near surface wind from large changes. However, in order to clarify
the relationships and to draw general robust conclusions about the future behaviour of
near surface wind further investigations are required.

5.3 Concluding Remarks

The wind-downscaling method has successfully been applied to the model-output of a
GCM (ECHAM5) and generated air-flows in the Alpine region (10 km × 10 km grid
spacing) and the Vienna Basin (200 m × 200 m grid spacing) of the periods 1981 to
1990 and 2041 to 2050 (emission scenario IS92a) sampled in hourly time-slices. Based
on these wind fields climate change signals for near surface wind (10 m a.g.l.) consisting
of changes of mean wind speeds (2D maps) and point-wise frequency distributions of
wind speeds and direction were derived and investigated with respect to their statistical
significance.

The results show decreasing annual wind speeds along with a significantly pronounced
annual cycle of the climate change signal for near surface wind in the Alpine region.
Notable significant increases of the seasonal wind speeds occur north-west to the Alps
during JJA and SON, while the wind speeds are generally decreasing in mountainous
areas throughout the year. From additional analyses of the climate change signals of
sea-level pressure, sensible heat flux, temperature, and temperature lapse rate derived
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from the dynamic model three main sources for the observed behaviour of wind speed
can be identified:

• changes of synoptic- and large-scale processes are reducing horizontal pres-
sure gradients, particularly during DJF under stable conditions,

• the orography-induced speed-up effect amplifies reductions of wind speeds
in mountainous areas under neutral and stable conditions, particularly during
DJF, and

• interactions between the atmosphere and the earth’s surface are mostly
affecting the stability of the PBL during MAM and JJA leading to regionally
different climate change effects of near surface wind. De-stabilisations based on
temperature-forced reductions of the snow-cover are reducing mean wind speeds.

In accordance to the limitations of the diagnostic step of the downscaling-method the
climate change signals for near surface wind (i. e., changes of annual and seasonal wind
speeds) are strongly correlated to those of the dynamic step in the Vienna Basin. How-
ever, they are more structured due to the influence of the higher resolved topography
(200 m grid spacing).

From the presented frequency distributions of the scenario and the reference sim-
ulation, which were corrected by means of error correction functions (cf. Section 4.4)
applied at the sites of observation-stations, furthermore conclusions can be drawn:

• annual wind speeds are significantly reduced and hence the frequency distribu-
tions are condensed to lower wind speeds,

• westerly winds are slightly enhanced,

• due to the error correction functions’ shape their application approximately halves
the magnitude of the climate change signal of annual wind speeds, and

• the strong dependency of the diagnostic downscaling step from its initialisation
fields and hence from the dynamic downscaling step remains in the climate change
signals.

Concerning the interpretation of the presented climate change signals one has to be
aware that these effects are based on one greenhouse-gas emission-scenario (IS92a),
one GCM (ECHAM5), one RCM (MM5), and one diagnostic model (CALMET). Since
uncertainties are induced by each model (including the GCM), the evidence of the
signals and hence the drawn conclusions are limited to this specific configuration. Es-
pecially, the GCM’s uncertainties of changes of atmospheric large-scale circulations
and changes of the NAO prevent from a clear interpretation of the presented climate
change signals of near surface wind: since different GCMs show different evolutions of
the NAO (cf. Section 1.3), which is dominating the synoptic-scale weather-processes in
the Alpine region at most during wintertime, the seasonal shift of the mean wind speed
needs further investigations, in particular, a study of the sensitivity to the GCM.



5 A Future Scenario for Near Surface Wind 124

However, the observed notable reduction of the seasonal wind speed during MAM
and JJA in the inner Alps is also based on local changes of the snow-cover forced
by rising (background) temperatures provided by the driving GCM. Since increasing
temperatures are a more conformal result of up-to-date GCMs (cf. Section 1.3), there
exists strong evidence for the reduction of wind speeds during MAM and JJA in the
inner Alps to be a robust model-independent climate change effect.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.9: Uncorrected climatic change of seasonal sensible heat flux [W/m2] (first row),
temperature lapse rate [K/km] (second row), and temperature (2 m a.g.l.) [◦C]
(third row) (periods 1981 to 1990 and 2041 to 2050; emission scenario IS92a)
in the Alpine region with 10 km grid spacing from MM5 domain A2 (control
configuration, cf. Section 3.1, Figure 3.1) for the seasons DJF (left column) and
JJA (right column).





Conclusions

The main objective of this thesis was to investigate the applicability of the steady-state
flow concept for generating highly resolved wind climatologies on the 100 m scale in the
European Alpine region. For that purpose the hybrid dynamic-diagnostic downscaling
method based on the sequential application of the dynamic model MM5 (covering
the entire Alpine region with 10 km × 10 km grid spacing) and the diagnostic model
CALMET (200 m × 200 m grid spacing) has been introduced and successfully applied to
the Hohe Tauern region and to the Vienna Basin. In order to improve the downscaling
method and to identify dominant climatological mechanisms, several modifications of
both models have been designed and evaluated by means of one-year simulations and
observational data from 17 surface stations. In addition, a ten-year climate simulation
in the Vienna Basin has been evaluated. Wind gusts and extremes were set aside.

From the evaluation results it can be concluded that the wind downscaling method
and its variants generate realistic wind climatologies reflecting the orographic speed-up
effect and the multi-modal characteristics of observed frequency distributions for wind
speed and direction. Although statistically significant deviations from the observations
occur, the downscaling method and its variants outperforms the driving reanalysis data
ERA-40. It can be further concluded, that the steady-state flow concept together with
the orographic speed-up effect are the most dominant climatological mechanisms. The
quality of the generated wind climatologies is mostly affected by the ability to capture
synoptic- and regional-scale processes, while unresolved or misrepresented small-scale
processes like slope flows, the Froude effect, orographic-induced turbulence, inversion
layers, and anthropogenic activities are reducing the temporal correlations between
modelled and observed flows. In the Vienna Basin the steady-state flow concept is
more valid than in the Hohe Tauern region, leading to both higher temporal correlations
between modelled and observed flows and an enhanced systematic overestimation of
wind speed. In general, highly structured climatologies capturing a broad spectrum
of local variability do not necessarily show the smallest model errors. More complex
modelling approaches do also require higher accuracy in the driving data and in the
external parameters in order to tap their full potential.

Based on the ERA-40 driven simulations statistical error correction functions for wind
speed have been derived via the quantile-mapping method in order to generate error-
corrected wind climatologies. Depending on the shape of these correction functions
climate change signals are differently affected: if the slope of a correction function is
positive and smaller than one, a corrected signal is expected to be smaller than an
uncorrected signal. This is the case in the Vienna Basin. In the Hohe Tauern region
the correction functions are too broadly spread to draw a coherent conclusion.
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The second objective was to identify simulation-independent climatological main
processes affecting near surface wind under changing climate. For that purpose the
downscaling method has been successfully applied to the output of a GCM (ECHAM5)
to generate wind climatologies covering the Alpine region (10 km × 10 km grid spacing)
and the Vienna Basin (200 m × 200 m grid spacing). Climate change signals for
near surface wind derived from these climatologies (periods 1981 to 1990 and 2041 to
2050, IPCC scenario IS92a) show decreasing annual wind speeds throughout the Alpine
region. This reduction correlates to the orography and reaches highest magnitudes
along the Alpine main crest. The correlation to the orography is strongest pronounced
in winter (DJF) and is weakened along the annual cycle. In JJA and SON the Alps act
as a climate change barrier with increasing (decreasing) wind speeds in the Northwest
(Southeast). The magnitude of these signals is approximately halved by the application
of the statistical error correction functions.

Based on the annual cycle of the climate change signal for wind speed and on ad-
ditional analyses of sea-level pressure, sensible heat flux, air temperature (2 m a.g.l.),
and temperature lapse rate derived from the output of the dynamic model three main
conclusions can be drawn:

• Changes of synoptic- and large-scale processes are affecting horizontal pressure
gradients and hence gradient-forced synoptic- and regional-scale air flows, partic-
ularly during DJF.

• The orography-induced speed-up effect amplifies changes of wind speeds in moun-
tainous areas under neutral and stable conditions.

• Interactions between the atmosphere and the earth’s surface are mostly affecting
the stability of the PBL and lead to regionally varying climate change effects of
near surface wind.

Since different GCMs show different evolutions of synoptic- and large-scale processes
no robust general conclusion about the future behaviour of near surface wind can be
drawn from the presented climate change signals. These signals are based on one
emission-scenario (IS92a), one GCM (ECHAM5), one RCM (MM5), and one diagnos-
tic model (CALMET). However, since there is a broad agreement about temperature
increase and since atmosphere-surface interactions are locally affecting near surface
winds there exists strong evidence for a robust model-independent reduction of the
wind speed during MAM and JJA in the inner Alps based on the temperature-forced
reduction of the snow-cover. Since the snow-cover and the speed-up effect are corre-
lated to surface altitude it can be further expected to find larger reductions of the wind
speed in higher resolved climate simulations.

In order to draw general robust conclusions about the future behaviour of near surface
wind, multi-model ensemble simulations based on multiple emission-scenarios have to
be investigated in future research activities. Since diagnostic models are strongly related
to their initialisation fields, these investigations might be limited to dynamic models,
as long as numeric quantifications of the climate change signals on highly resolved grids
are not of interest in those activities.
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A Appendix

This Appendix provides detailed results from evaluating the different variants of the
wind-downscaling method introduced in Chapter 3. Appendix A.1 shows modelled
frequency distributions of wind speed and direction from the periods Jan 1, to Dec 31,
1999, and Jan 1, 1981, to Dec 31, 1990, and compares them with observational data
collected from surface stations in the Vienna Basin and in the Hohe Tauern region (cf.
Section 4.1, Table 4.1). In addition, uncorrected modelled annual wind speeds (Jan
1, to Dec 31, 1999) with 200 m grid spacing for both study regions generated by the
control configuration Av0 and the variants Cv0, Cv1, Cv2, and Cv3 (cf. Section 3.2.2
and Section 3.3) can be found in Appendix A.1 in order to document the mode of
operation of the wind-downscaling method in general and to show the influence of the
different variants of the diagnostic downscaling step.

Furthermore, Appendix A.2 shows corrected and uncorrected frequency distributions
of wind speed and direction located at the sites of the observation stations in the Vienna
Basin (cf. Table 4.1) from climate simulations of the reference-period Jan 1, 1981, to
Dec 31, 1990, and the scenario-period Jan 1, 2041, to Dec 31, 2050. The distributions
are derived from applying the method’s control configuration Av0, consisting of MM5
setup A as dynamic downscaling step and CALMET variant v0 as diagnostic down-
scaling step, onto the output of the GCM ECHAM5 forced by observed greenhouse-
gas concentrations (reference-period) and the business-of-usual emission scenario IS92a
(scenario-period). In addition, uncorrected 2D-plots of mean seasonal changes of air
temperature, sensible heat flux, temperature lapse rate, mean sea-level pressure, and
standard deviation for sea-level pressure of the MM5 domain A2 (10 km grid spacing)
covering the Alpine region are given to provide some insight into the complex inter-
relationships between different sources for the simulated climate change effects for near
surface wind.
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A.1 Evaluation Results

(a)

(b)

(c)

Figure A.1: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1 to Dec 31, 1999, in the Hohe Tauern region
at stations (a) IF, (b) PK, and (c) HK (cf. Table 4.1). Observations (thick
black lines), ERA-40 (thin black lines), MM5 domains A2, B3, and C3 (thin
red, blue, and green lines) downscaled by CALMET v0 (thick red, blue, and
green lines) are shown. Observed mean values, biases, and the quality of the
simulated distributions in terms of KSV (in parentheses) and KPφ are listed in
the legends.
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(a)

(b)

(c)

Figure A.2: Same as Figure A.1 but for the stations (a) RH, (b) ZS, and (c) SH, (c) SB,
and (d) EB (cf. Table 4.1).



A Appendix 152

(a)

(b)

Figure A.3: Same as Figure A.1, but for the stations (a) SB and (b) EB (cf. Table 4.1).
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(a)

(b)

(c)

(d)

Figure A.4: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1 to Dec 31, 1999, in the Vienna Basin at
stations (a) GE, (b) GK, (c) LB, and (d) LT (cf. Table 4.1). The observations
(thick black lines), the driving data ERA-40 (thin black lines), the MM5 config-
urations A2, B3, and C3 (thin red, blue, and green lines) which were downscaled
by CALMET-variant v0 (thick red, blue, and green lines) are shown. Observed
mean values, the models’ biases and the quality of the simulated distributions
in terms of KSV (in parentheses) and KPφ are listed in the legends.
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(a)

(b)

(c)

Figure A.5: Same as Figure A.4, but for the stations (a) NE, (b) SP, and (c) HW (cf.
Table 4.1).
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(a)

(b)

Figure A.6: Same as Figure A.4, but for the stations (a) WU and (b) ZD (cf. Table 4.1).
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(a)

(b)

(c)

(d)

Figure A.7: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1 to Dec 31, 1999, in the Hohe Tauern region
at stations (a) IF, (b) PK, (c) HK, and (d) RH (cf. Table 4.1). Observations
(thick black lines), the driving data ERA-40 (thin black lines), MM5 C3 (thin
green lines), and the CALMET-variants v0, v1, v2, and v3 (thick lines in green,
blue, orange, and purple, respectively) are shown. Observed mean values, the
models’ biases and the quality of the simulated distributions in terms of KSV

(in parentheses) and KPφ are listed in the legends.
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(a)

(b)

(c)

(d)

Figure A.8: Same as Figure A.7, but for the stations (a) ZS, (b) SH, (c) SB, and (d) EB (cf.
Table 4.1).
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(a)

(b)

(c)

(d)

Figure A.9: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1 to Dec 31, 1999, in the Vienna Basin at
stations (a) GE, (b) GK, (c) LB, and (d) LT (cf. Table 4.1). Observations
(thick black lines), the driving data ERA-40 (thin black lines), MM5 C3 (thin
green lines), and the CALMET-variants v0, v1, v2, and v3 (thick lines in green,
blue, orange, and purple, respectively) are shown. Observed mean values, the
models’ biases and the quality of the simulated distributions in terms of KSV

(in parentheses) and KPφ are listed in the legends.
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(a)

(b)

(c)

Figure A.10: Same as Figure A.9 but for the stations (a) NE, (b) SP, and (c) HW (cf.
Table 4.1).
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(a)

(b)

Figure A.11: Same as Figure A.9, but for the stations (a) WU and (b) ZD (cf. Table 4.1).
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(a)

(b)

(c)

(d)

(e)

Figure A.12: Simulated annual wind speed [m/s] at 10 m a.g.l. (period: Jan 1 to Dec 31,
1999) with 200 m × 200 m grid spacing modelled by the variants (a) Av0, (b)
Cv0, (c) Cv1, (d) Cv2, and (e) Cv3 in the Hohe Tauern region (left column)
and in the Vienna Basin (right column).
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(a)

(b)

(c)

Figure A.13: Modelled and observed frequency distributions of wind speed (left column) and
direction (right column) from Jan 1, 1981, to Dec 31, 1990, in the Vienna Basin
at stations (a) GE, (b) GK, and (c) SD (cf. Table 4.1). Observations (thick
black lines), the driving data ERA-40 (thin black lines), MM5 A2 (thin red
lines), and CALMET v0 (thick red lines) are shown. Observed mean values,
the models’ biases and the quality of the simulated distributions in terms of
KSV (in parentheses) and KPφ are listed in the legends.
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(a)

(b)

Figure A.14: Same as Figure A.13 but for the stations (a) WI and (b) HW (cf. Table 4.1).
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A.2 Climate Change Signals

(a)

(b)

(c)

Figure A.15: Frequency distributions of corrected (solid lines) and uncorrected (dashed
lines) wind speeds (left column) and directions (right column) from the
reference-period 1981 to 1990 (index ref) and the scenario-period 2041 to
2050 (index scn) modelled by both downscaling-steps: MM5 domain A2 (thin
lines) and CALMET variant v0 (thick lines) in the Vienna Basin at stations
(a) GE, (b) GK, and (c) SD (cf. Table 4.1). The legends in the left column
show (corrected and uncorrected) mean annual wind speeds from the reference-
simulations and their changes due to the scenario-simulations. The statistics
of the Kolmogorov-Smirnov-test (left column) and Kuiper-test (right column
) comparing the distributions of the scenario- with the reference-period are
listed in the legends as well (in parenthesis).
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(a)

(b)

Figure A.16: Same as Figure A.15 but for the stations (a) WI and (b) HW (cf. Table 4.1).
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(a) (b)

(c) (d)

Figure A.17: Uncorrected climatic change of seasonal mean sea-level-pressure [hPa] (peri-
ods 1981 to 1990 and 2041 to 2050; emission scenario IS92a) over Europe
with 30 km grid spacing from MM5 domain A1 (control configuration, cf. Sec-
tion 3.1, Figure 3.1) for the seasons (a) DJF, (b) MAM, (c) JJA, and (d) SON.
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(a) (b)

(c) (d)

Figure A.18: Same as for Figure A.17, but for seasonal standard deviation of sea-level pres-
sure [Pa].
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(a) (b)

(c) (d)

Figure A.19: Uncorrected climatic change of seasonal mean sensible heat flux [W/m2] (pe-
riods 1981 to 1990 and 2041 to 2050; emission scenario IS92a) in the Alpine
region with 10 km grid spacing from MM5 domain A2 (control configuration,
cf. Section 3.1, Figure 3.1) for the seasons (a) DJF, (b) MAM, (c) JJA, and
(d) SON.
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(a) (b)

(c) (d)

Figure A.20: Same as for Figure A.19, but for seasonal mean temperature lapse rate [K/km].
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(a) (b)

(c) (d)

Figure A.21: Same as for Figure A.19, but for seasonal mean temperature (2 m a.g.l.) [◦C].



 



 
 
 
 
 
 
Abstract: 
The present thesis focuses on investigating and improving a hybrid dynamic-diagnostic 
downscaling method for near surface wind, which enables to provide wind climatologies over 
complex topography on the 100 m scale. A second objective is to conduct climate 
simulations and to identify climatological main processes affecting the long-term behaviour of 
averaged near surface wind conditions in the European Alpine region under increasing 
greenhouse-gas concentrations.  
Several variants of the method were applied in two study regions, the Hohe Tauern region 
and the Vienna Basin. Comparisons with observations show that the steady-state flow 
concept and the orographic speed-up effect are the most dominant climatological 
mechanisms. The quality of the modelled climatologies is mostly affected by the ability to 
capture synoptic- and regional-scale processes.  
The method has been applied to the output of the climate model ECHAM5 (periods 1981 to 
1990 and 2041 to 2050, IPCC scenario IS92a). The climate change signals show decreasing 
annual wind speeds and it can be concluded that a) changes of synoptic- and large-scale 
processes are affecting local gradient-forced air flows, b) the orographic speed-up effect 
amplifies changes in mountainous areas, and c) interactions between the atmosphere and 
the earth’s surface lead to regionally varying climate change effects. There exists strong 
evidence for a robust model-independent reduction of seasonal (winter, summer) wind 
speeds in the inner Alps. 
 
Zum Inhalt: 
Das Ziel der vorliegenden Arbeit ist die Untersuchung einer kombinierten dynamischen-
diagnostischen downscaling Methode für bodennahen Wind, welche es ermöglicht 
Windklimatologien in komplexer Topographie auf der 100 m Skala zu erstellen. Ein zweites 
Ziel ist die Durchführung von Klimasimulationen zur Identifikation klimatologischer Prozesse, 
die das Langzeitverhalten von mittleren Windverhältnissen in den Europäischen Alpen bei 
steigenden Treibhausgaskonzentrationen bestimmen. 
Mehrere Varianten der Methode wurden in den Hohen Tauern und dem Wiener Becken 
eingesetzt. Vergleiche mit Beobachtungsdaten zeigen, dass die Konzepte der Stationären 
Strömung und der Strömungsüberhöhung die dominantesten Klimamechanismen sind. Die 
Qualität der Windklimatologien wird hauptsächlich von der Fähigkeit, synoptische und 
regionale Prozesse abzubilden, beeinflusst.  
Die Methode wurde auf eine Klimasimulation des Modells ECHAM5 (Perioden 1981 bis 1990 
und 2041 bis 2050, IPCC Szenario IS92a) angewandt. Die Klimaänderungssignale zeigen 
rückläufige Jahreswindgeschwindigkeiten und es kann gefolgert werden, dass a) 
Änderungen der synoptischen und regionalen Prozesse lokale gradientenbedingte 
Strömungen beeinflussen, b) die Strömungsüberhöhung Änderungen im Gebirge verstärken 
und c) Wechselwirkungen zw. Atmosphäre und Erdoberfläche zu regional unterschiedlichen 
Effekten führen. Unabhängig von der Wahl der Modelle werden saisonale (Frühling, 
Sommer) Windgeschwindigkeiten in den Alpen zurückgehen. 
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