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Abstract

This thesis develops and demonstrates the performance of a realistic forward model
and retrieval algorithm for ozone and temperature sounding by the Sun Monitor and
Atmospheric Sounder (SMAS) instrument. The SMAS sensor concept employs the solar
occultation technique and is primarily aiming at mesospheric profiles. The SMAS sensor
provides self calibrating normalised intensity data, which allow to accurately derive profiles
of molecular and atomic oxygen, molecular nitrogen, and ozone and temperature.

This work focused on occultation data between 185 nm and 250 nm to compute trans-
mission data for an ozone and temperature retrieval algorithm in the mesosphere. A
processing system is presented and used to calculate atmospheric profiles from the solar
radiation. This includes a mathematical description of the measurement as well as the
retrieval, including the numerical solution of the Abel integral equation. The retrieval was
performed with an optimal estimation technique by incorporation of a priori (first guess)
data. The input for this are simulated measurements (superposed with noise) and a priori
temperature and density profiles, complemented by statistical models of the uncertainties
of the a priori and measurement information. The moderately non-linear radiative trans-
fer problem was solved by a Best Linear Unbiased Estimator (BLUE) algorithm, which is
an iterative inversion algorithm employing a Taylor series expansion about the first guess
profile, and stops after a minimisation in a cost function.

The climatological background model CIRA-86 was used to supply a priori tempera-
ture and molecular oxygen information, accounting for latitudinal and seasonal variations
of the atmosphere. The ozone a priori information was derived from AFGL-TR-86 data
(FASCODE model). In terms of measurement channels, SMAS comprises a small set
of wavelength channels selected to include the ozone and molecular oxygen absorption
bands for limb transmissions over the entire mesosphere, providing a maximum possible
information from the measurements.

An end-to-end retrieval performance analysis was carried out for the developed re-
trieval processing system, which was found to yield mesospheric temperature and ozone
profiles with < 2 K and < 5% accuracy, respectively, at ~2 km vertical resolution. These
very encouraging results for mesospheric temperature and ozone sounding fulfil the target
requirements carried out for the SMAS occultation sensor concept. They promise a new
quality level of much needed global atmospheric profiling of the mesosphere in the context
of climate change monitoring and research.
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Zusammenfassung

In dieser Arbeit werden ein realistisches Vorwartsmodell und ein dazugehoriger
Retrieval-Algorithmus fiir Temperatur- und Ozonbestimmung mit Hilfe eines sogenan-
nten Sun Monitor and Atmospheric Sounder (SMAS) Instrumentes vorgestellt. Das
SMAS Sensor Konzept verwendet die Sonnenokkultationsmethode und erzeugt primér
Dichte- und Temperaturprofile im Hohenbereich der Mesosphére. Der SMAS Sensor liefert
selbst-kalibrierte normierte Intensititsdaten, welche mit hoher Genauigkeit in vertikale
Hohenprofile fiir molekularen und atomaren Sauerstoff, molekularen Stickstoff, Ozon und
Temperatur umgerechnet werden konnen.

Fiir das Ozon- und Temperatur-Retrieval werden in dieser Arbeit priméar Inten-
sitatsdaten im Wellenlingenbereich zwischen 185 nm und 250 nm verwendet. FEin
zugehoriges Datenverarbeitungssystem zur Berechnung der gewiinschten atmospharischen
Dichte- und Temperaturprofile aus diesen solaren Intensitdtsdaten wird vorgestellt. Das
bedeutet eine mathematische Beschreibung des Messvorganges und Retrievals, inklusive
der numerischen Losung einer Abel-Integralgleichung. Das Retrieval basiert auf der soge-
nannten ”optimal estimation” Technik. Die Input-Daten zur Erzeugung dieser simulierten
Messwerte (iiberlagert mit realistischen Messfehlern) sind sogenannte a priori (geschitzte)
Temperatur- und Dichteprofile. Diese Daten beinhalten statistische Fehler, sowohl in den
a priori Profilen als auch in den Messdaten. Das resultierende moderat nicht lineare
Strahlungstransferproblem wurde mit Hilfe eines Best Linear Unbiased Estimator (BLUE)
iterativen Inversions-Algorithmus gelost. Dieser basiert auf einer Taylor Reihenentwick-
lung um das angenommene Startprofil. Der Algorithmus wird abgebrochen, nachdem ein
Minimumwert in einer sogenannten Kostenfunktion erreicht wird.

Zur Erzeugung der von der Jahreszeit und geographischen Breite abhangigen a pri-
ori Temperaturprofile wurde das CIRA-86 Klimamodel verwendet. Die Ozon a priori
Information wurde aus den AFGL-TR-86 Daten (FASCODE Modell) abgeleitet. Um die
maximale Information aus den Messdaten zu erhalten wurden in dieser Simulationsstudie
die verwendeten Wellenlangenkanile so gewéhlt, dass eine komplette Abdeckung des Ab-
sorptionsbereiches von molekularem Sauerstoff und Ozon in der Mesosphére gegeben ist.

Eine end-to-end Retrieval Analyse wurde durchgefiihrt, welche Temperatur- und
Ozonprofile mit einer Genauigkeit < 2 K bezichungsweise < 5% bei einer vertikalen
Hohenauflosung von ~2 km lieferte. Diese sehr ermutigenden Ergebnisse erfillen zur
Génze die an das SMAS Sensor Konzept gestellten Anforderungen und versprechen eine
neue Qualitat an globalen mesosphéarischen Daten zur Beobachtung und Erforschung von
Klimaanderungen.
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Introduction

The Earth atmosphere as a climate subsystem is an important part of the terrestrial
climate system. It is the medium which enables life on Earth and works as transition
zone of the Earth’s surface to space. A change in the atmospheric composition, especially
due to the increasing anthropogenic emissions of greenhouse gases, which are the driving
forces in global warming, will influence the thermal structure of Earth’s atmosphere. The
atmospheric composition is of major importance for the climate system such as for the
radiation budget of Earth. Changes in the atmospheric composition are leading to a global

change of its climate.
The Earth’s atmosphere cannot be seen as an isolated system, in contrary it interacts

with the land mass, the ice sheets, and the oceans. The understanding of actual physical
and chemical processes of the Earth atmosphere is of crucial importance to daily life
and to future conditions of this planet. Observations of the atmospheric state with high
quality and long-term stability are fundamental for climate system analysis, especially for

atmospheric analysis and modeling.
Important key parameters influencing the climate system are the fundamental at-

mospheric variables temperature and ozone. Ozone is a critical key constituent of the
atmosphere, as well it is influencing the biological system of the Earth. Ozone is a toxic
gas in the troposphere but it is the main absorber of solar ultraviolet radiation in the
middle atmosphere. The ozone layer protects the Earth and its biosphere from this harm-
ful UV irradiance. Changes in the stratospheric ozone concentration lead to a changing
temperature distribution. Decreasing ozone densities lead to lower temperatures and have
therefore an impact on the climate system. The ozone concentration is governed by several
production and loss processes, some importantly started by man-made chemicals contain-
ing chlorofluorocarbons. But not only these parameters drive the climate system, many

other processes exists, which are connected with temperature change.
Observations of these key parameters are essential for climate system monitoring. At-

mospheric observations can be measured in various ways. Measurements can be made in
situ, where observations are taken at the exact instrument position, or by remote sens-
ing techniques. Methods which furnishes information from a distance are generally called
remote sensing, defined as the acquisition of information of an object, without coming
into physical contact with it. This means that the instrument making the measurement
is far from the point at which the measurement is being made. Spaceborne sounding for
receiving the needed atmospheric information is a subclass of these methods, the solar
occultation technique can be used to obtain a part of this necessary information about the
Earth atmosphere. And spaceborne sounding holds a very great potential for observing

the Earth atmosphere.
The solar occultation technique is basically a Sun-to-satellite limb sounding concept,

where the solar intensity in the middle ultraviolet wavelength region (185 nm to 250 nm

1



band) is monitored in several wavelength channels by a satellite tracking the Sun in limb
geometry during occultation by the Earth’s atmosphere. A large advantage of this concept
is the self-calibrating nature of the Sun Monitor and Atmospheric Sounder (SMAS) oc-
cultation sensor concept, whereby the effects of instrument degradation over time can be
essentially neglected. These normalised intensity data can be related to the number densi-
ties of the absorbing species, and furthermore, to height profiles of atmospheric parameters
such as pressure and temperature. Measurements are carried out within an altitude range
of about 50 km to 100 km. In a sequential inversion process, starting with a spectral
inversion of transmission data to molecular oxygen and ozone columnar content profiles,
followed by a spatial inversion via Abelian transform, vertical number density profiles as
well as temperature profiles are obtained. The retrieval is accomplished in this work by an
optimal estimation retrieval scheme, a so called Best Linear Unbiased Estimator (BLUE).
The resulting profiles over low, mid, and high latitudes show errors of less than 5% for
ozone, and of less than 2 K for temperature, respectively, for almost all high levels of
interest.

In Chapter one, a short overview about the atmospheric composition and structure is
given, especially about the thermal structure. This includes an overview of the middle
atmosphere as well as a discussion of the ozone properties, its production, and its loss in
this altitude region.

Chapter two summarises the basic atmospheric radiative transfer concept, including
an overview about the fundamental processes like absorption, emission, and scattering of
radiation by gases. Also a short description of the Sun as emitter of radiation and the
interaction properties of the Earth’s atmosphere is given. The Chapter completes with an
overview about the ultraviolet absorption characteristics of molecular oxygen and ozone.

A brief overview about the techniques of remote sensing is given in Chapter three.
The solar occultation method, its principle, and its importance for temperature and ozone
sounding in the mesosphere is summarised in this Chapter, followed by a discussion about
the advantages and disadvantages of the solar occultation method amongst other tech-
niques of remote sensing.

The SMAS sensor concept is discussed in detail in Chapter four. Here the SMAS sensor
system is described and information on the scientific promise for such a sensor is given.
Due to the accurate fundamental data products as produced by the SMAS experiment,
the sensor concept can be an enhancement to other atmospheric sensing missions.

In Chapter five, the determination of the atmospheric parameters on SMAS data is dis-
cussed. An end-to-end SMAS data processing system developed in this work is presented
and used to calculate atmospheric profiles from solar occultation data. This includes the
mathematical description of the measurement, the forward modeling, and the retrieval,
including the numerical solution of the Abel integral equation, which furnishes the at-
mospheric profiles from the columnar measurements. The retrieval was performed with
an optimal estimation technique by incorporation of a priori data. A brief error statistic
study is also included.

In the last Chapter retrieval performance analysis results based on the new processing
system for a set of four months (covering the four seasons) and three latitude regions are
presented. A concise summary and conclusion Section completes the work.



1 The Atmosphere

The Earth’s atmosphere is the medium enabling life on the surface of the planet and, fur-
thermore, the atmosphere acts as the transition zone between Earth and space. Like other
planetary atmospheres, the Earth’s atmosphere figures centrally in transfers of energy be-
tween the Sun and the planet’s surface and also from one region of the globe to another.
These transfers primarily keep up the thermal equilibrium and determine the planet’s cli-
mate. The Earth’s atmosphere is dynamic, with changes occurring due to changes of solar
illumination, season, latitude, and solar activity.

1.1 Composition and Structure of the Atmosphere

The atmosphere is the relatively thin gaseous envelope surrounding the planet. It is held
around the Earth by gravitational attraction. This gaseous mixture is nearly uniformly
distributed over the Earth’s surface. Almost the entire mass of the atmosphere (more
than 99%) is found below an altitude of only about 30 km. In spite of its relatively
small mass and thickness, the atmosphere is the central component of the climate system.
The Earth’s temperature results from the balance of solar energy that reaches the Earth
and that leaves the planet. Solar radiation which is not reflected by clouds and snow is
absorbed by the Earth’s surface and the atmosphere. The atmosphere absorbs a major
part of the energy emitted by the surface and re-emits a further part of this energy, but
at a lower temperature. This heating by the Sun is primarily responsible for the motion
of the atmosphere, but it is a more complex process under the influence of rotation.

Solar radiation, clouds, ocean currents, and atmospheric circulation together determine
the Earth climate in a complex and chaotic way. In a general view, the atmosphere is
divided into lower, middle, and upper regions. The lower part has been studied over many
years by meteorological programs. The developments in rocket and satellite techniques in
the last decades have led to the investigation of the middle and upper atmosphere. The
region which extends from about 10 km to 100 km altitude is generally called the middle
atmosphere. Observations of this region are not as advanced as that of the lower and
upper atmosphere respectively.

The atmosphere is generally described in terms of layers which are different in thermal
structure, pressure, composition, and stability. The layers are characterised by specific
vertical temperature gradients and called spheres. The boundary between connecting
layers is called the pause. Starting from the surface, the layers are defined, corresponding
to their thermal structure, as the troposphere, stratosphere, and mesosphere . The region
located above the mesosphere (from about 90 km upward) is called thermosphere, the
temperature increases to reach maximum values that are strongly dependent on the level
of solar activity. The Earth’s atmosphere is primarily a mixture of gases. These gases are



Constituent Molecular Content
weight (fraction of total molecules)

Nitrogen (Ng) 28.02 0.7808 (75.51% by mass)
Oxygen (O9) 32.00 0.2095 (23.14% by mass)
Argon (A) 39.95 0.0093 (1.28% by mass)
Water vapor (Hy0) 18.02 0-0.04
Carbon dioxide (COq) 44.01 380 ppmv
Ozone (O3) 48.00 10 ppmv
Neon (Ne) 20.18 18 ppmv
Helium (He) 4.00 5 ppmv
Krypton (Kr) 83.80 0.5 ppmv
Hydrogen (H) 1.01 0-12 ppmv

Table 1.1. Composition of the Earth’s atmosphere and summary of the most concentrated and
relevant atmospheric gases below 100 km (after [Salby (1995)]).

molecular nitrogen (78% of volume), molecular oxygen (21% of volume), and several inert
gases (helium, neon, argon, xenon, and krypton), as indicated in Tab. 1.1. The remaining
1% of the atmospheric composition consists of water vapor, carbon dioxide, and ozone,
along with other minor constituents.

There are also a number of trace gases, but in relatively small and in most cases highly
variable amounts because they are created and destroyed in particular regions. These trace
species, like ozone and water vapor, play a key role in the radiative energy balance of the
Earth. Gases are produced by chemical processes within the atmosphere, human and
biological activities, volcanic exhalation, and radioactive decay. In the same way they are
removed from the atmosphere by chemical reactions. The average lifetime of gas molecules
can range from seconds to millions of years, depending on their reactivity and the efficiency
removal process. The description of the atmosphere is, furthermore, complex because the
atmosphere supports a wide spectrum of motions. The important atmospheric gases are
listed in Tab. 1.1, arranged according to the amount of their atmospheric occurrence.
This chemical composition remains constant up to an altitude of about 100 km (cf., e.g.,
[Salby (1995)]).

Molecular nitrogen and molecular oxygen dominate the total number density of the
atmosphere up to 100 km. The global-mean density decreases with altitude approximately
exponentially. So the mean molecular weight of air varies little with altitude. This feature
is the reason why the three layers up to the mesopause are called homosphere. The ratios
of various gaseous constituents at any level result from molecular diffusion and mixing due
to turbulent motions. As the atmosphere reacts like a fluid system, a wide spectrum of
motions exist (from eddies of a few meters to circulations having dimensions of the Earth
itself). The mobility of these fluid systems makes their description complex. Figure 1.1
shows the mean constituents of the middle atmosphere (in a logarithmic density scale).
For the homosphere, turbulent air motions result to a well mixed atmosphere, atmospheric
composition tends to be independent of height. In the homosphere the mean free path is
short, so the time required for the vertical separation of the heavier and lighter constituents
by molecular diffusion is many orders of magnitude longer than the time required for
turbulent fluid motions.

Above 100 km and below 500 km the molecular diffusion yields a separation of the

4
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Figure 1.1. Atmospheric composition (adapted from [Oceanic et al. (1976)]).

constituents into heavier and lighter ones. The mean molecular weight of air in this region
therefore varies with altitude; for this reason the region is known as the heterosphere.
The density of lighter gases drops off more slowly than that of the heavier gases. The
level of transition from turbulent mixing to molecular diffusion is called the turbopause (is

equivalent to homopause).
Fore more details about the atmospheric composition, climate, and at-

mospheric motions see for instance, [Salby (1995), Peizoto and Ooort (1992),
Seinfeld and Pandis (1998)].  This introduction to atmospheric physics is mostly
based on [Salby (1995)].

1.2 Hydrostatic Equation and ldeal Gas Law

Because of the Earth’s gravitational field, the atmosphere exerts a permanent downward
force on the Earth’s surface. The description of the atmospheric pressure can been seen
as a good approximation behaving like the ideal gas law (see, e.g., [Andrews (2000)])

pV:FT:%RT:mRF, (1.1)

where p, T, and M denote the pressure, absolute temperature, and molar mass of the

gas, m and n = m/M,, correspond to the mass and molar abundance per volume V,

respectively. The basic assumption of a perfect gas is, that its constituents have only

physical interactions due to brief collisions; molecular forces can be neglected. The ideal

gas law corresponds to the equation of state for a pure (single-component) gas. The

universal gas constant R* is recast to the specific gas constant R per unit mass through
R*

R=— . (1.2)

For a mixture of gases follows from Dalton’s law the equation of state for the partial
pressure p; of the ith component

piV = m;iR;T | (1.3)



where R; is the specific gas constant of the ith component. Dalton’s law relates the
properties of a mixture with the properties of the individual components. The partial
pressure p; is the contribution to the total pressure of the ¢th component in isolation at
the same volume and temperature as the mixture. Therefore the pressure of a mixture of
gases is equal to the sum of their partial pressures p = . p;, where p is the total pressure
of the mixture.

The Earth’s atmosphere is a fluid and is always in vertical and horizontal motion.
The heating by the Sun is the main driving force, but also the rotation of the Earth
itself and heterogeneous surface conditions influence this motion. If the atmosphere is
considered as a layer above the Earth’s surface, gravity and the pressure gradient are
the most important forces. The upward force acting on a parcel of air (small vertical
accelerations are ignored) is normally very close in balance to the downward force due
to the Earth’s attracting gravitational field, this results in a decrease of pressure with
height. The velocity for vertical transportation of particles reach a maximum of 10 m/s
and particles which have sufficient energy can escape from the uppermost atmospheric
layer, the so called exosphere. The exosphere is extended from an altitude of 500 km
upwards. Neglect the atmospheric short scale fluctuations, the Earth atmosphere yield to
a hydrostatic equilibrium, which is the balance between upward and downward forces. An
ideal equilibrium appears if no vertical motions are observed.

Newton’s second law of motion applied to a vertical column of air between a level with
pressure p and a level with an infinitesimally higher pressure p + dp produce a balance
between the pressure acting on the column and the weight of that column

pdA — (p+dp) dA = pg dV (1.4)

where p corresponds to the density and g is the acceleration of gravity. The balance of
forces in the vertical direction requires that

—dp = pgdz
o _ (1.5)
a P '

Equation 1.5 is known as the hydrostatic equation, which is a very good approximation for
the description of variation of atmospheric pressure with height. The atmospheric motion
due to vertical displacements of air and their time derivatives are small compared to the
forces in Eq. 1.5. So the hydrostatic equation denotes that the pressure at any level is
equal to the weight of the atmospheric column of unit cross-sectional area above that level.

If the pressure at height z is p(z), then the equation of state can be converted to the

following expression:
p ! Z !
—/ dp =/ pgdz . (1.6)
o 20

Integration from the reference altitude 2z, with pressure pg to an altitude z yields to

p ’ ,
— =exp [—/ P9 dz] . (1.7)
Po 20

Using the following form of the ideal gas law, equivalent to Eq. 1.1 but not dependent on
the dimension of the system,
p=pRT , (1.8)
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Figure 1.2. Hydrostatic balance for an incremental atmospheric column of unit cross-
sectional area dA and height dz, p and p + dp are the isobaric pressures (adapted from
[Wallace and Hobbs (1977)]).

results to a form for the hydrostatic equation

where
RT(z) kT(z)
g mg

(1.10)

is the pressure scale height (m is the molecular mass and k is Boltzmann’s constant) and
po is the surface pressure. The scale height is the height over which the pressure or the
concentration falls by a factor e. It represents the characteristic vertical dimension of
the mass distribution in the atmosphere and varies from 8 km near the surface to 6 km
in the very cold regions of the Earth’s atmosphere. The typical profiles of the global-
mean pressure and density, both decrease with altitude approximately exponentially are
shown in Fig. 1.3. Furthermore, this plot shows the temperature profile of the middle
atmosphere. Thus the distribution of any atmospheric constituent can be characterised by
its concentration, n;(z), and also by its scale height H;(z). Equivalent descriptions can be
found as long as the temperature T is a function of height 2z as well the number densities
of the individual species are well mixed. This is not valid for short-lived species like ozone
(chemically created and destroyed on short time scales) or water vapor (may occur fast
phase transitions). Equation 1.9 can be approximated by an isothermal atmosphere if a
constant T',g, and a mean molecular mass with an exponential decrease of pressure is used
and we obtain

p(2) = plzg)e”F=20)/H (1.11)
The vertical distribution of the total number density can be represented analogously to
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Figure 1.3. Global-mean pressure (solid), density (dashed), and temperature (dotted), as func-
tions of altitude (adapted from [Oceanic et al. (1976)]).

the pressure by the following equation:

!

n(z) = ngexp [— /2 %] , (1.12)

0

where ng is the defined density value at some reference altitude. As shown in Fig. 1.3,
pressure and density decrease with about the same rate from the surface. Pressure de-
creases from pg = 1013 hPa by a factor of 10 for each 15 km of altitude. Also the mean
density decreases with altitude from a surface value of about pg = 1.2 kgm 3 at the same
rate.

The Earth’s atmosphere arranges itself into a vertically layered medium. Therefore
horizontal motion keeps the physical properties stable along constant pressure levels on
a global scale. These horizontal motions perform over a large scale compared to the
atmospheric scale height.

1.3 Thermal Structure

A possible classification of the Earth’s atmosphere is its subdivision through its thermal
structure, commonly described as a series of several layers, defined by their thermal char-
acteristics. The atmosphere as an envelope of gas surrounding the Earth undergoes many
changes as altitude increases.

This thermal structure determines the dynamical properties of individual regions. As
noted at the beginning of this Chapter, the several layers are called spheres and the bound-
ary between several layers is called pause. The simplest description of the atmospheric
thermal structure by a vertical profile is summarised in Tab. 1.2.

The troposphere extends from the surface up to the tropopause at an approximate
altitude of 18 km in the tropics, 12 km at midlatitudes, and 6 km to 8 km near the poles.
The temperature and location of the tropopause vary with latitude and season and the



‘ Region ‘ Properties ‘

Troposphere This layer extends from the surface up to about 8 km to 18
km where the temperature minimum is located and is called
tropopause. The temperature decreases with height. A fast
vertical mixing is found.

Stratosphere Here the temperature increases with height up to the
stratopause near 50 km altitude. It exists a slow vertical
mixing.

Mesosphere This region extends from the stratopause up to about 80 km
to 90 km altitude (mesopause) where the lowest temperature
can be observed. The temperature decrease and the vertical
mixing is fast.

Thermosphere | The temperature rises continuously from the low value of
the mesopause due to absorption of short wavelength (EUV)
solar radiation by Og and Nj. Strongly dependent on the
level of solar activity. A fast vertical mixing exists.
Exosphere In the exosphere the kinetic temperature has risen to become
a constant. The exospheric temperature can be in the range
of 500 K to 2000 K. Gas molecules with sufficient energy can
escape from the Earth’s gravity field.

Table 1.2. Temperature layers of the atmosphere (from [Huffmann (1992)]).

mean temperature decrease with increasing altitude. The decrease of temperature is often
called the lapse rate. The bottom layer of the Earth’s atmosphere (which the troposphere
represent) exhibits a global-mean lapse rate —dT'/dz of about 6.5 Kkm~!. The tropopause
is characterised by a sharp change of the lapse rate. The temperature decreases from
about 280 K at the surface with an average constant lapse rate up to a minimum at the
tropopause (corresponds to a pressure of about 200 mb). This region contains most of the
'weather’ and is primarily driven by surface heating. The troposphere contains about 85-
90% of the mass of the atmosphere, further this range is characterised by a strong vertical
mixing. This layer is often dynamically unstable with fast vertical exchanges of mass and
energy being associated with convective activity. In the global scheme of things, the time
constant for vertical exchanges is in the order of several weeks. Above the tropopause
the stratosphere begins, and the second atmospheric region becomes very stable. The
temperature first remains nearly constant and with increasing altitude, the temperature
increases (with negative lapse rate) up to a maximum of about 270 K at the level of the
stratopause, located near 50 km (correspond approximately to 1 mb of pressure). This layer
contains about 90% of the atmospheric ozone. The with-height-increasing temperature of
the stratosphere reflects ozone heating, which primarily results from the absorption of solar
UV radiation by ozone molecules. The stratosphere is dominated by radiative processes
and involves only weak vertical motions. The main layers from the Earth’s surface upwards
are shown in Fig. 1.4.

The region from the stratopause up to its upper limit (the mesopause) of about 85-
90 km (corresponds to 0.01 mb) is called the mesosphere. Here the temperature again
decreases with altitude up to a minimum of about 190 K, and dynamical instability occurs
often. In the mesosphere ozone heating diminishes, convective motions and radiative
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Figure 1.4. Vertical temperature distribution throughout atmospheric layers, such as the tropo-
sphere, the stratosphere, the mesosphere, and thermosphere. The temperature gradient changes
its sign at the transition from one layer to another (adapted from [Retscher (2004)]).

processes are both important in this region and a rapid vertical mixing exists. The region

from the tropopause to the mesopause is called the middle atmosphere.
Above the mesopause, temperature increases very rapidly with altitude in the so called

thermosphere due to absorption of x-ray and extreme-ultraviolet radiation from the Sun.
This region is strongly influenced by variations of solar activity and vertical exchanges
associated with dynamical mixing become negligible.

1.4 The Middle Atmosphere

Stratosphere and mesosphere are both part of the middle atmosphere, which is commonly
marked as the region from the tropopause (8-18 km) to the homopause. The homopause is
the level of transition from turbulent mixing to molecular diffusion (approximately at 110
km). In this part of the atmosphere turbulent motions keep the constituents well mixed,
ionisation plays only a minor role. Above the middle atmosphere molecular diffusion begins
to dominate over eddy mixing, so the constituents become separated vertically according
to their molecular masses. The mixing by fluid motions in the middle atmosphere tends to
produce uniform mixing ratios for all gaseous constituents of the atmosphere. The primary
constituents in the stratosphere and mesosphere (also for the whole middle atmosphere)
are diatomic nitrogen Ny and oxygen Og. They account together for 98.65% of the total
mass of the dry atmosphere. Both gases as well as the noble gases (argon, helium, krypton,
neon, and xenon) exhibit long lifetimes against chemical destruction. Minor constituents
such as ozone, carbon dioxide, or water vapor playing an important role due to there
influence of the transmission of solar and terrestrial radiation in the atmosphere - ozone
and carbon dioxide are key parameters of biochemical cycles. Only carbon dioxide is well
mixed in most of the middle atmosphere, as opposed to water vapor and ozone; the latter

species are highly variable in space and time
The inert gas argon accounts for 1.28%, so less than 0.1% of the total mass

are accounted for by a myriad of other species, the so called trace species (cf.
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[Wallace and Hobbs (1977)]). Only constituents with significant sources or sinks have
spatially and temporally varying mixing ratios, but for the most of these species is the
vertical variability much greater than horizontal and temporal variability. The three pri-
mary constituents have no significant sources or sinks in the stratosphere and mesosphere,
which means that their mass fractions are nearly constant with altitude.

1.4.1 Temperature Distribution and Dynamical Structure

The standard model of the mean temperature profile of the middle atmosphere (includ-
ing stratosphere and mesosphere) is shown in Fig. 1.4. The mean vertical temperature
distribution can be explained in terms of absorption and emission of solar and terres-
trial radiation. Water vapor and clouds are the primary infrared emitters and they are
responsible for the temperature minimum in the troposphere. The temperature peak in
the stratopause is caused by the absorption of solar ultraviolet radiation particularly by
ozone (the large amount of ozone is responsible for the large radiative heading rate in the
stratosphere) and to a lesser part by molecular oxygen. Radiative cooling is incidental
trough infrared emissions associated with the vibrational relaxation of CO9, water vapor,
and ozone. The minimum in the mesopause is caused by the large decrease of the ozone
concentration, which reduces the absorption of the solar ultraviolet radiation.
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Figure 1.5. Mean zonal wind distribution in the middle atmosphere (adapted from [Salby (1995)]).

In the field of atmospheric dynamics it is usual to separate between zonal mean mo-
tions and fluctuations about the zonal mean. These fluctuations are called the eddies and
any such fluctuation can be described in terms of waves. Without such eddy motions,
stratosphere and mesosphere would be close to radiative equilibrium at all latitudes. The
mean global average temperature at each altitude in the stratosphere and mesosphere is
approximately in radiative equilibrium. Eddy motions are responsible for local depar-
tures from the equilibrium, especially near the mesopause for both winter and summer,
and in the winter stratosphere. As shown in Fig. 1.5, the stratospheric and mesospheric
zonal mean flow first weakens with altitude and then intensifies with opposite sign in the
two hemispheres. The zonal mean wind is approximately in thermal balance with the
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temperature field, thus the vertical part of the wind field is proportional to the merid-
ional temperature gradient [Fleming et al. (1988)]. The balance between the net radiative
drive (corresponds to the sum of solar heating and infrared heating or cooling) and the
heat transport plus local temperature change (produced by eddy motions) is responsible
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Figure 1.6. Temperature structure during northern winter as function of latitude and altitude
(adapted from [Fleming et al. (1988)]).

for the overall latitudinally dependent temperature distribution of the stratosphere and
mesosphere. These heat transport and the local temperature changes are often called
the dynamical heating or cooling (cf., [D.G. Andrews (1987)]). Figure 1.6 shows the lon-
gitudinally averaged solstice mean temperature and Fig. 1.5 shows the to zonal-mean
circulation, which is closely related to thermal structure.

The net radiative heating distribution has a strong seasonal dependence. Characteristic
for the lower stratosphere in the summer hemisphere is the cold equator and the warmer
pole, while for the winter hemisphere a temperature maximum above middle latitudes
occurs. The colder region of the stratosphere at the winter pole is highly variable. So the
maximum heating is at the summer pole and the maximum cooling at the winter pole.
As result exists in the stratosphere a monotonic temperature gradient between the warm
summer pole and the cold winter pole. For the equinox is the maximum heating at the
equator and cooling at both poles.

The opposite situation is therefore at the mesosphere, where temperature again de-
creases with altitude. Here the summer pole is cold and the winter pole is warm, therefore
the horizontal temperature gradient is reversed. The colder summer pole results by the
perpetual daylight and increases steadily to warmest values over the winter pole. The
temperature above the winter pole results from the perpetual darkness.

From this differential heating results a circulation in the meridional plane which bal-
ances this heating and is often called the diabetic circulation. Certainly this circulation
is primarily driven by eddy forcing and not by radiative heating directly. The meridional
circulation consists of solstice of rising motions near the summer pole. Therefore a merid-
ional drift into the winter hemisphere results, and sinks near the winter pole. Furthermore,
the Coriolis torque exerted by this drift tends to generate a mean zonal westerly flow into
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the winter hemisphere and easterly flow in the summer hemisphere (approximately in
geostrophic balance with the meridional pressure gradient). For the equinox, the radiative
drive generates a weak diabetic circulation, rising in the equatorial region, and a pole-
ward drift into the spring and autumn hemisphere. For both hemispheres, the Coriolis
torque generates a weak mean zonal westerly drift. For more details about the diabatic
circulation see, cf., [Dunkerton (1978), Geller (1983), Brasseur and Solomon (1984)].

Compared with a radiative equilibrium distribution (cf. [Fels et al. (1980)]), there are
a few features of the climatological temperature distribution, which are not qualitatively in
accord with the distribution of radiative sources and sinks. The summer polar mesopause is
much colder than radiative equilibrium. Further, the winter polar temperatures are above
radiative equilibrium throughout the entire middle atmosphere. Therefore, dynamical pro-
cesses play an essential role for the observed temperature and the zonal wind distributions.
Also there exists an evident inter-annual variability in the middle atmosphere (especially
in the winter hemisphere).

To produce a stable climatology of the mean zonal temperature distribution (just as
for the wind distribution), it is necessary to observe the stratosphere and mesosphere for
many years, because there are not sufficient data available. For the stratosphere are only
in the last decades adequate observation data available, and for the mesosphere is the
data base still unsatisfactory.

For further investigations about the stratosphere and mesosphere see, cf.,
[Wallace and Hobbs (1977), D.G. Andrews (1987), Brasseur and Solomon (1984)].

1.4.2 Polar Mesospheric Clouds and Climate Change

Polar mesospheric clouds (PMCs), otherwise known as noctilucent clouds (NCLs), form
near 82 km altitude at high latitudes during summer in both hemispheres. They form over
the summertime polar caps when temperatures fall below 125 K. They occur as thin layers
at this altitude, which is close to or at the mesopause. The PMCs can be viewed with
naked eye and appear in reflected sunlight against the dark twilight sky. First satellite
UV observations of mesospheric clouds were made with the Solar Mesospheric Explorer
(SME) [Thomas (1984)]. The clouds consists of tiny water ice particles controlled by
temperature and humidity, and formed through the microphysical processes of nucleation,
condensation, and sedimentation [Thomas (1991)].

Mesospheric temperature and humidity respond to changes in carbon dioxide and
methane, which are gases that are increasing due to human activity. Increasing levels of
those gases lead to a cooler temperature and more water vapor in the mesosphere. These
greenhouse gases (such as carbon dioxide and methane) warm the lower atmosphere, but
radiate this heat into space in the thin upper atmosphere. As the carbon dioxide level rise a
colder upper atmosphere can be expected. The mesopause temperature reaches a seasonal
minimum in the summer, when the clouds are brightest. The appearance and brightness
of PMCs are well correlated with this seasonal minimum mesopause temperature. Further
exists a solar cycle variation dependence. The clouds are only formed about four weeks
before and eleven weeks after the summer solstice.

Methane is broken up by solar UV radiation, the released hydrogen atom can react with
oxygen to form water vapor. As the methane level rise, more water vapor will be created.
Thats the reason why PMCs can be seen more frequently and over larger geographical
areas over the past four decades. PCLs are one of the few visible indicators of global
change, the number of PCLs sightings has increased by 100% during the last 35 years
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[Gadsen (1997)]. While these clouds have little effect on Earth’s radiation budget, the
fact that they are increasing is probably an indicator of long-term global climate change.
More details about PMCs can be found in [Gadsen and Schroder (1989)].

1.5 Ozone in the Middle Atmosphere

Ozone is a reactive oxidant gas, naturally produced in trace amounts in the Earth’s atmo-
sphere and is important both radiatively and chemically. For this reason the determination
of global ozone budgets and related temperature distributions plays a key role for under-
standing the Earth’s climate system and in supporting life at the Earth. Anyway, ozone is
one of the ultimate key parameters on global climate. Ozone absorbs the harmful ultravio-
let radiation (i.e., UV-B) emitted by the Sun, therefore ozone makes life on Earth’s surface
possible. This is known since many years, but some of man’s activities lead to stratospheric
pollution and to a significant reduction in ozone amounts in a few decades. Ozone, which
is produced by Os photolysis, absorbs solar ultraviolet radiation, which heats the strato-
sphere and hence affects the atmospheric temperature and is central in the highly coupled
chemical, radiative, and dynamical processes of the middle atmosphere. Therefore critical
studies of the ozone layer are fundamental aspects of middle atmospheric science.

First observations showed a ozone concentration within a layer between about 20 km
to 40 km. Sidney Chapman [Chapman (1930)] proposed the first theory for the presence of
ozone, he suggested that ozone is formed by UV photolysis of molecular oxygen. But these
photochemical mechanism alone deliver a higher ozone mixing ratio than the observed.
Paul Crutzen [Crutzen (1970)] and H. Johnston [Johnston (1971)] recovered in the early
1970s the correlation between odd-nitrogen constituents in determing the balance of ozone
in the middle atmosphere.

In 1985 a unexpected strong decline in the ozone density was observed over Antarctica
during southern hemisphere winter, first published by [Farman et al. (1985)]. Changes
of about 50% in total column abundance of ozone during the last decade were found in
the lower stratosphere. These so called ozone hole remains for several months with a
minimum of column ozone around October. Anyway, the ozone loss can be measured
as well in the northern hemisphere. The ozone hole is connected with the chemistry
of chlorofluorocarbon, a relatively inert species in the lower atmosphere. Industrially
manufactured chlorofluorocarbons become a major threat to the ozone layer.

1.5.1 Ozone Distribution

The ozone layer protects the Earth and its biosphere from harmful UV solar radiation.
Atmospheric ozone absorbs solar radiation between 240 nm and 290 nm (UV-C) almost
completely and reduces the solar irradiation on Earth between 290 nm and 320 nm (UV-B),
which is a strong biologically active wavelength region. A reduction in stratospheric ozone
therefore leads to a increasing level in UV-B at the ground (approximately 1% decrease in
stratospheric ozone leads to 2% increase in UV-B at the ground). Heating of the middle
atmosphere results by absorption of solar UV and visible radiation, and of Earth emitted
infrared radiation. These factors contribute to the characteristic temperature profile of the
middle atmosphere. Furthermore results the stability of the stratosphere due to the with
altitude increasing temperature. Figure 1.7 shows typical vertical profiles of the ozone
concentration according to observations at different latitudes.
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Most of the total ozone concentration in a vertical column are found at altitudes below
35 km, therefore the principle share of the Earth’s atmospheric ozone (about 90%) is
found in the stratosphere. The maximum molecular concentration of stratospheric ozone
occurs near between 22 km to 25 km, and the maximum mixing ratio (molecules of Oj
/molecules of air) near 35 km, corresponds to a mixing ratio of more than 10 ppm. This
follows, since the amount of Oy availability for reactions with atomic oxygen decreases
approximately exponential with increasing altitude. The basic shape in these profiles with
a pronounced maximum is a typical characteristic of any gas whose concentration depends
on the equilibration between Oy photolysis (conforms production) driven from the solar
irradiation and a gaseous density decreasing with with increasing altitude. This layer is
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Figure 1.7. The mean vertical distribution of the ozone concentration according to observa-
tions at different latitudes, including variations in the total column abundance (adapted from
[Brasseur and Solomon (1984)]).

sometimes called the Chapman layer, and absorbs virtually all of the solar UV radiation
of wavelengths between 240 nm and 290 nm. The middle atmosphere temperature profile
is the result of the absorption of solar radiation by ozone.

The major part of the ozone production occurs above 30 km, otherwise the observed
distribution of the total ozone shows a large molecular concentration below. Not only
the local chemical production and loss affects the global ozone distribution, as well as
the transport by the meridional, zonal, and vertical winds. A large poleward and down-
ward atmospheric motion in the stratosphere during winter activates these circulation
[Bowman and Krueger (1985)]. Therefore a strong poleward ozone transport in the strato-
spheric winter vortex results (possible total ozone amounts up to 500 units in the late
winter and early spring - about the definition of a unit see at the end of these Paragraph)
in the north polar regions. In the south polar regions are the spring values less than in the
northern polar regions. So the time mean and seasonal variability of the total ozone con-
centration primarily depend on latitude. Thus, the seasonal variation in the stratosphere
is dominated by the annual harmonic, there exists a single maximum at most latitudes
and heights in the spring.

Further exists in the upper mesosphere a semiannual cycle with a large peak at the
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spring equinox, and a secondary maximum at the autumn equinox, and minima at the
solstice. The photochemistry alone cannot account for this variability, there must exist a
seasonal variability in dynamical processes that influence transport near the mesopause

[D.G. Andrews (1987)].
The highest ozone column concentration can be found at high latitudes in winter and

early spring, the lowest values are located in the tropics. Due to the higher solar irradiation
at lower latitudes most of the ozone is produced in this region of the Earth atmosphere,
ozone is reallocated from equatorial domain with high ozone production rates to higher
latitudes with lower production. Traveling weather systems at the middle and high lati-
tudes also affects the lower stratosphere, so that strong ozone oscillations over a few days
can result. In general there is an increase of the total ozone amount from the equator
to high latitudes in both hemispheres, but with larger amounts in the northern hemi-
sphere. The relative magnitude of chemical and transport lifetimes shows a significance of
transport, approximately lies the time scale for stratospheric ozone deportation at about
three month. In general ozone is produced above 25 km, transported to and stored in the
middle and lower stratosphere below 25 km, and destroyed at the ground. The depth of
the Chapman layer defines the horizontal variation of total ozone, modified by the force

of stratospheric transports.
Since the photolysis rate depends on the number of photons reaching the ozone

molecules, a diurnal cycle exist. At night when there is no solar radiation the photol-
ysis rate drops to zero. Otherwise the photolysis rates for a given altitude are faster at

noontime due to the relatively shorter path lengths than at sunrise or sunset.
The total column density of ozone corresponds to the total amount of O3 integrated

from the surface of the Earth to the top of the atmosphere it is usually expressed in terms
of Dobson units (DU). One DU is the thickness, measured in units of millimeter, that
the ozone column would occupy at standard pressure and temperature (1013 mb and 273
K). The maximum of the total column ozone values ranges from 290 DU to 310 DU over
the globe, so the averaged total atmospheric ozone overhead is equivalent to a column at
standard pressure and temperature of about 3 mm thickness. The vertical dimension of
the ozone layer over the equator (where the tropopause is near 17 km height) is about 250
units and its thickness increases rapidly to about 300 units at midlatitudes (the tropopause
drops to about 10-12 km).

1.5.2 Ozone Production and Loss Chemistry

The increase of temperature between the tropopause and the stratopause results by the
absorption of solar radiation less than 300 nm through ozone - in the absence of ozone
there would be no stratosphere. The first plausible model for the existence and also for
the vertical structure was formulated by by the British scientist Sidney Chapman in 1930
[Chapman (1930)]. He proposed the continuously production of ozone in the atmosphere
by a cycle including molecular oxygen. Since the fifties a multiplicity of additional chemical
reactions were introduced, like the presence of mesospheric water vapor, the stratospheric

HO, radicals, of nitrogen compounds, and of chlorine compounds.
The production of ozone involves fast interactions between short wavelength UV from

the Sun and molecular oxygen in the upper stratosphere. The so called Chapman mecha-
nism starts with the photo-dissociation of molecular oxygen by solar ultraviolet radiation
of wavelengths v less than 242 nm according to the reaction

Oy +hv — 0+ 0 (1.13)
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O+0+M—20+M , (1.14)

where h corresponds to Planck’s constant and M is another molecule which is needed
to carry off excess energy and momentum liberated by the combination of either atomic
oxygen. The highly reactive atomic oxygen thus combined with ground-state molecular
oxygen forms ozone in the thermolecular reaction

02+0+M — O3 +M (1.15)

which is a subsequent recombination reaction between atomic and molecular oxygen in the
presence of another molecule M (M is usually another Oy or Ny since these two molecules
comprise around 99% of the atmosphere). This particular reaction proceeds a very fast
rate and it is the only reaction of ozone production in the stratosphere and even the
troposphere. Ultraviolet radiation dissociate ozone created by Eq. 1.14, into molecular
and atomic oxygen in either their ground state

O3 + hv(X > 310 nm) — 02(°S,) + O(*P) (1.16)
or in their first excited state
O3 + hv(X < 310 nm) — O5(*A,) + O(' D) (1.17)

in which atomic oxygen almost immediately recombines to new ozone. Additionally, ozone
can react with atomic oxygen to generate two molecules of Og

O+ 03 — 20, . (1.18)

This is the simplest and a very effective way of description the ozone photochemistry.
The constituents creep in a closed cycle whereas each reaction above possess different
characteristic times and no net loss of components is involved.

Equations 1.15, 1.16, and 1.17 are fast reactions (in the order of minutes) and convert
O rapidly into Os, while Eqs. 1.13, 1.14, and 1.18 are slow. This means, while O is
produced by 1.13 the reactions 1.15, 1.16, and 1.17 cycle many times before reaction 1.18
can take place. So there is a rapid exchange between O3 and O. The reactions of Eqgs. 1.16
and 1.17 does not actually destroy ozone, because O produced by 1.16 and 1.17 recombines
almost immediately with Os in Eq. 1.15 to produce O3 again, while large reservoir of O
remaining essentially unchanged. The reactions 1.15, 1.16, and 1.17 constitute a closed
cycle, so no net loss of the components results. Because reactions 1.15, 1.16, and 1.17
are much faster than reactions 1.13 and 1.18, the O and Ogj species can be considered
to be indistinguishable within the timescales of reactions 1.13 and 1.18. Grouping them
together leads to the concept of odd oxygen O, so called because O and O3 have odd
numbers of oxygen atoms in them. The chemical lifetime of odd oxygen is short compared
with that of its individual members or molecular oxygen.

Reaction 1.14 is to slow to be important in the stratosphere, but for the upper meso-
sphere is it a major reaction. Considering the ozone photolysis, atomic oxygen can be
produced in two different forms, the ground state O(*P) (basically for absorbing radiation
greater than 310 nm), or in the first excited state O(' D) (for wavelengths below 310 nm).
Considering the upper part of the middle atmosphere, molecular oxygen photolysis can
furnish also O(! D) atoms in the following way

Oy + hv(\ < 175.9 nm) — O(*D) + O(*P) , (1.19)
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O(' D) rapidly switch over into the ground state O(*P) by collision with Ny or Oy. Both
molecules are largely present in the atmosphere, and nearly all O(*D) ends up as O(!P).

Recapitulating, the presence of sunlight and energetic photons reaching the upper
atmosphere, oxygen molecules were constantly disassociated and freeing oxygen atoms.
These atoms react with molecular oxygen on very short timescales and form ozone. So in
spite of fast photolysis of ozone, the creation of ozone is fast too. On average the local
amount of ozone does not change very strong which can be seen to be in photochemical
equilibrium. This steady-state condition is only produced by reaction 1.13 and 1.14 and
dissolved by reaction 1.18. The two reactions 1.13 and 1.14 allude to the photolysis of
molecular oxygen in the Herzberg continuum at wavelengths between 242 nm to 200 nm,
whereas reactions 1.16 and 1.16 show the absorptive acting of ozone in the Hartley and
Huggins band near 310 nm. The cycle above shows, that the only result is the absorption
of solar radiation, hence ozone absorbs UV radiation very efficiently.

Rates of Production and Destruction of Odd Oxygen

Basically the photolysis rate of the odd oxygen family depends on each of the following
parameters, altitude, longitude, season and the time of day. These parameters implicitly
depend on the solar zenith angle. The photolysis rate is proportional to the density of the
gas (e.g., Oy and Og3) and the photolysis rate coefficient. In general, the ozone absorption
cross sections and the number of incident photons at the necessary wavelengths control the
photolysis. For atmospheric investigations a quantitative term of the photodissociation
rate of a molecule A is necessary, and given, omitting transport, by

dn(A)
dt

= —J(A)n(A) , (1.20)

where n(A) represents the molecule concentration and J(A) is the photodissociation rate.
The inverse of J represent the lifetime of the molecule against photolysis.
Considering the reaction in Eq. 1.18, the destruction rate of ozone follows by

= —73[03] , (1.21)

responds to a Lagrangian derivative of the ozone number density, j and k accord to the
destruction and production coefficients, respectively. From Eq. 1.15 follows the rate of
the ozone production, given by

d[Os]
dt

= k2[02][O][M] . (1.22)

+

This allows a description of the net ozone production

d[Os]
dt

= ka[O5][0][M] — j3[03] (1.23)

and for the recombination of atomic oxygen and ozone (described by reaction 1.18) follows
the production and destruction rate of odd oxygen,

72[02] = k3[O][O3] . (1.24)
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Considering the equation above, and again omitting transport, the continuity equation for
the odd oxygen family can be written as

d[O3]
dt

+ 73[03] + k3[0][O3] = k2[02][O][M] . (1.25)
In the state of photochemical equilibrium the continuity equation can be written as
73[03] = k2[O2][O][M] (1.26)

and for the ratio of the odd oxygen members follows

0] J3
03] = Tl0oM] (1.27)

With increasing altitude the availability of the third body, i.e. molecular nitrogen or oxy-
gen, decreases, therefore the ratio of atomic oxygen to ozone increases. The consequence
is a favored concentration of atomic oxygen at higher reaches of the atmosphere and on
the other side ozone at lower heights.

Continuative studies showed a qualitative agreement of the Chapman cycle with the
observed vertical ozone profile but the total amount of the ozone number density obtained
was too high. Basically is the Chapman mechanism a good approximation to reflect the
general shape of the vertical distribution and chemistry of ozone, otherwise these mecha-
nism overestimates the real ozone density in the upper stratosphere, and underestimates
ozone in the lower stratosphere, respectively. The mechanism in the Chapman’s scheme
leads to a ozone destruction rate which is too slow for the amount of destruction required
to explain the observed values [D.G. Andrews (1987)]. Additional reactions need to be
added, especially processes that destroy ozone [Brasseur et al. (1999)]. The photodisso-
ciation of reservoir species can furnish free radicals, which are able to destroy ozone in a
catalytic way. Therefore the direct loss process for odd oxygen, a relatively slow process,
can be extended by introducing several catalytic mechanism of the form

X+ 03 — XO + 09
X0 +0—X+0, |

(1.28)

where X denotes the catalyst (accord to a free radical) which does not get consumed in
the reaction. This reaction or catalytic cycle go on well even if the abundance of the
catalyst is of several orders of magnitude lower than the ozone concentration. Important
cycles which contribute in relevant way to the ozone destruction are formed by hydrogen,
nitrogen, chlorine, and bromine and become illustrated in the following Paragraph.

HO, catalytic loss

Hydrogen is transported into the middle atmosphere in form of methane (CHy4) and
water vapor (HoO) molecules and the free radicals OH and HOs are produced by photolysis
of HyO, Hy, and CH,4. The height dependence of each of the following cycles results from
the variation in concentration of the considered chemical species. This cycle is important
to mesospheric ozone (at altitudes above 40 km) and was the first catalytic process to be
identified [Bates and Nicolet (1950)].
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For altitudes above 40 km the reactions that destroy odd oxygen are

H+O3—)OH+02
OH+ 0O — H+ Oy

(1.29)

and
OH+0O —H+ 09

H+ 0+ M—3HOy + M (1.30)
HO3 + 0O — OH + 0Oy

whereby two odd oxygens transfered into an even oxygen. Below about 40 km the ratio
of [O] to [O3] decrease and for this atmospheric region follows

OH + O3 — HO5 + Oy
HOy+ 0 — OH+ 0Oy .

(1.31)

Below about 30 km no atomic oxygen is involved in the reaction and the major catalytic
cycle is of following form

OH + O3 — HO9 + Oy
HO3 4+ O3 — OH + 20, .

(1.32)

NO, catalytic loss

The loss of odd oxygen can occur through catalytic cycles involving nitrogen species
in the form of reactive nitrogen, denoted by NO,, includes nitric oxide (NO) and nitrogen
dioxide (NOj). The main source of middle atmospheric NO,, species is the photolysis of
nitrous oxide. Nitrous oxide is produced by natural sources, like living organisms as well as
industrial processes. The role played by NO, was identified around 1970 by P.J. Crutzen

[Crutzen (1970)] and J.E. Johnston [Johnston (1971)].
Two main catalytic cycles exist by which NO, may participate in the destruction of

ozone. The first one is given by

NO + O3 — NOg + Oy
NOy+ 0O — NO + Oy

(1.33)

which is the dominant nitrogen cycle in the middle atmosphere. This cycle is able to
destroy a multiplicity of ozone molecules by one nitric oxide due to the un-change of
NO and NOg in this closed cycle. The second cycle is of major importance in the lower
stratosphere with a higher ozone abundance and ozone gets destroyed via

NO + O3 — NOg + Oy
NOg + O3 — NO3 + O9 (1.34)
NO3 + hy — NO + O, .

In the same way as we denoted the odd oxygen family, a family of chemicals forming odd
nitrogen NO, can be designed which reacts with other families like odd oxygen or odd
chlorine.
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Cl, catalytic reactions

Since the development of chlorofluorocarbons (CFCs) in the 1930s, chlorine has played
an increasingly important role in determining the ozone concentration in the middle at-
mosphere. Catalytic cycles involving chlorine are the third recovered processes in ozone
destruction [Molina and Rowland (1974)]. Naturally reactive chlorine is produced by de-
struction of methyl chlorine CH3 due to photolysis and by reaction with OH radicals. The
amount of the natural source of chlorine accounts for about 15% of the present atmospheric
chlorine concentration, the residual contribution originates from man made sources. The
CFC gases are photodissociated in the stratosphere and form the highly reactive chlorine
radical Cl.

The CFCs photodissociate by

CFCl3 + hv — CFCly + Cl
CFyCly; + hy — CFyCl + C1

(1.35)

and release active chlorine. This radical is able to destroy several ozone molecules on a
small time scale due to its highly reactive character. The principal chlorine catalytic cycle
destroying ozone in the middle atmosphere is given by

CI+O3—>CIO+OQ
ClO+0 —Cl+ 0y .

(1.36)

Reactions with other species in varying time scales are forming the odd chlorine Cl, family.
Odd chlorine is able to interact with odd nitrogen, this combination has a high potential
of atmospheric ozone decomposition.

Br, catalytic reactions

The fourth cycle with high potential for ozone depletion includes bromine which and
shows a reaction cycle similar to chlorine. Bromine accounts for significant ozone loss
(about 20-40%) inside the Antarctic ozone hole. The sources of bromine are both, an-
thropogenic and natural. Reactive bromine exists in form of bromine (Br) and bromine
monoxide (BrO). Bromine species like Br and BrO have not a stable reservoir, because
they are very easily photolysed, even by visible light, and hence have very short life-
times. Therefore, bromine is more efficient in ozone destruction than chlorine. The major
reactions are given by

BrO 4 ClIO — Br + Cl + Oy
Br + O3 — BrO + O, (1.37)
Cl+03—)CIO+02.

Due to coupling of the chlorine and bromine cycles the effectiveness in ozone destruction
enhance up to about 50 times more than chlorine.
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1.5.3 The Ozone Hole

The chlorofluorocarbons (CFCs) are a family of chemical compounds developed back in
the 1930’s as safe, non-toxic, non-flammable alternative to dangerous substances for pur-
poses of refrigeration and spray can propellants. By the early 1970s CFCs become the
omnipresent trace gases in the lower atmosphere. The CFCs have a lifetime in the atmo-
sphere on the order of 100 years. With the Montreal Protocol that Deplete the Ozone
Layer in 1987, CFCs were eliminated from the market and replaced by hydrofluorocarbons
(HFCs) and hydrochlorofluorocarbons (HCFCs). One of the elements that make up CFCs
is chlorine. The ultraviolet radiation breaks down CFCs, freeing the chlorine. Under
the proper conditions, this chlorine has the potential to destroy large amounts of ozone.
This has indeed been observed, especially over Antarctica. As a consequence, levels of
genetically harmful ultraviolet radiation have increased.

The destruction of ozone is accelerated by certain trace gases containing nitrogen,
hydrogen, bromine, and chlorine. These are referred to as ozone depletion chemicals
(ODCs). The most commonly known ozone depletion chemicals are the CFCs. Over the
last 30 years man-made CFCs have been the main cause of stratospheric ozone depletion.
CFCs however, are not the only ozone-depleting chemicals. Other ODCs include the
methylhalides, carbon tetrachloride (CCl4), carbon tetrafluoride (CF4), and the halons
which contain bromine instead of chlorine. Such compounds are called halocarbons.

In the mid 1970s Molina and Rowland showed that man-made CFCs have no sink in the
troposphere and due to their stabile composition diffuse nearby unchanged to the middle
atmosphere, where they photolyse and free chlorine radicals [Rowland and Molina (1975),
Molina and Rowland (1974)]. By means of early model results, a moderate decrease of the
ozone concentration with the increased use of man-made chemical was expected. However,
in 1985 an unexpected decrease in ozone was discovered over Antarctic during austral
spring [Farman et al. (1985)]. Changes of about 50% of the total ozone density during
the last decade were found to occur in the lower stratosphere, but only in during the spring
season. These spring depletion of ozone over Antarctica came to be known as the ozone
hole.

During winter near the poles a circumpolar vortex (called the polar vortex) builds up
due to Earth’s rotation and poleward flux of air. Due to the lack of solar heating in winter,
very low temperatures can be observed (below 190 K). The vortex in the southern polar
region is approximately zonal and much more stable compared to that in the northern
polar region. The strong zonal circulation isolates the stratospheric air inside the vortex
from the outside air. As a consequence the chlorine chemistry can occur in near isolation.
Thus, the ozone hole can expend over a large portion of the vortex. The northern polar
vortex often breaks down through planetary wave activity, therefore the temperature do
not reach values which increase the formation of aerosols and their associated large scale
ozone destruction.
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2 Atmospheric Radiation

Atmospheric radiation as one of the building block subjects of the atmospheric sciences,
linking the fields of chemistry, aerosol and cloud physics, thermodynamics to global climate
and climate change. The interactions between radiation and the atmosphere determine the
distribution of radiant energy on all scales. This provides the fundamental understanding
of the radiative forcing of climate, for example, and significant advances of understand-
ing of this forcing have emerged over the last few years. Equally forms a fundamental
understanding of atmospheric radiation the basis for most of the remote sensing methods
currently used to observe the atmosphere. Remote sensing has also become a tool in cli-
mate research over the last few years with the application of satellite data in studies of
fundamental climate processes.

2.1 Solar Radiation

Basically the Sun is the emitter of all the energy that reaches the Earth. The absorption
and processing of this radiant energy by the Earth and its atmosphere are fundamental
for the Earth’s climate, both at a global and local scale. The atmosphere plays a very
important role in the energy balance of the Earth, atmospheric absorption of solar radi-
ation is a relevant and important driving force. A part of the incoming solar radiation
is absorbed, scattered, and reflected by various atmospheric gases, aerosols, and clouds,
the residual part is absorbed by the Earth’s surface. Only a small part is reflected by the
surface. Therefore the atmosphere controls the amount of solar radiation that actually
reaches the surface of the Earth and further controls the amount of outgoing terrestrial
radiation that escapes into space. This outgoing radiation results from the fact that all
bodies having a temperature above absolute zero emit radiant energy over a wide range
of wavelengths.

The averaged temperature on Earth is almost constant, therefore the system Earth-
atmosphere is approximately in thermal equilibrium and the net energy must vanish.
So the amount of the absorption of solar radiation must be balanced by emission to
space from the planet’s surface and atmosphere of terrestrial radiation. The absorption of
the solar radiation is concentrated in the visible region of the electromagnetic spectrum
and is called the short wave radiation. On the other hand the terrestrial radiation is
concentrated in the infrared (IR), called long wave radiation. Absorption and scattering
by various constituents of the atmosphere affect the solar radiation. Radiation absorbed
by the atmosphere is directly added to the heat budget, the scattered radiation is partly
returned to space and partly continues its path through the atmosphere, where it is again
scattered and absorbed. For the climate system the ultraviolet, visible, and near infrared
regions are the most important regions of the electromagnetic spectrum.
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2.1.1 The Structure of the Sun

The physical and chemical structure of the solar atmosphere determines strongly the pro-
duction of solar radiation. The atmosphere of the Sun and most of its interior are made
mostly of hydrogen and helium. Hydrogen constitutes 73% of the atmospheric mass, while
helium constitutes 25%, leaving only 2% for heavier elements including oxygen, carbon,
nitrogen, neon, iron, silicon, magnesium, sulfur, and calcium. For both, atmosphere and
interior, hydrogen averages at 70.5%, helium at 27.5%, and all other elements at 2%. The
Sun is a gaseous sphere and the gas, made of the elements mentioned above, is either
neutral or ionised depending on the atmospheric parameters at different locations.

The nuclear chain reaction in the core of the Sun, which steady converts four hydrogen
atoms into one helium atom, is responsible for the solar temperature. The amount of
energy released in nuclear fusion causes a reduction of the Sun’s mass. It is estimated
that only 5% of the Sun’s total mass has been converted from hydrogen to helium in its
lifetime thus far. The temperature of the Sun decreases from a central value of about
8 x 105 K to about 5800 K at the surface. The density within the Sun falls off very
rapidly with increasing distance from the center. The central density is about 160 gem ™3,
and at the surface, it is about 1077 gem™>. The average density is about 1.4 gem 3
and approximately 90% of the Sun’s mass is contained in the inner half of its radius. A
schematic diagram of the solar interior and atmosphere is shown in Fig. 2.1.

Due to the extremely high temperatures in the core region of the Sun, collisions between
atoms are sufficiently violent to eject electrons from their orbits. Only the tightly bound
inner electrons of heavy atoms will be retained. The photons emitted by nuclear fusion can
pass through the inner part of the Sun without being absorbed by the electrons. Closer
to the surface, the temperature decreases and the heavier atoms such as iron begin to
recapture their outer electrons. These outer electrons are relatively weak bounded to the
nucleons and can be easily separated by absorption of photons. Therefore, the flow of
photons coming from the interior region is blocked by the availability of the absorbing
atoms, a sharply drop of the temperature at some depth below the surface results. Thus,
a layer of relatively cool gas covers the hotter interior and the consequence is a heating
of the gas at the bottom of the cool outer layer by the hot gas in the interior. The
result of that heating is a strong large-scale upward and downward movement of gases
in the so called convection zone, which extends from a depth of about 1.5 x 10 km to
the surface of the Sun. It is believed, however, that energy is transferred to the outer
convective layers mainly by electromagnetic radiation, undergoing a series of absorption
and emission processes. Near the surface the energy is transported partly by convection
and partly by electromagnetic radiation. This results because of the substantial blocking
of radiant energy by the absorption of heavier components near the surface. Above the
surface, energy is again transferred by means of electromagnetic radiation. The solar
output provides electromagnetic, particle, and plasma energy to the Earth as shown in
Tab. 2.1. Tt is a fact that the electromagnetic radiation is by far the largest solar energy
source for the Earth and hence the mostly influential for its weather and climate processes.

The boundary between the atmosphere and the interior of the Sun is a region about
1000 km thick, called the photosphere. This layer is relatively thin compared to the
Sun’s radius. Most of the radiation that reaches the Earth’s atmosphere is emitted in the
photosphere and is further responsible for the visible band in the solar radiation. The
existence of the photosphere is due to a drop in the opacity of the gas in this region. A gas
is called opaque when propagating photons can only move short distances before being
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Figure 2.1. A cross section of the Sun illustrating the solar interior and atmosphere. The solar
interior includes the core with a temperature of 8 x 10% K, the radiation zone, and the convective
zone. The solar atmosphere includes the photosphere, the chromosphere, and the corona. Adapted
from [Brasseur and Solomon (1984)].

deflected. As a result of these many scatterings a modification and randomisation of the
average wavelength of the radiation follows, associated directly to the temperature of the
gas. Transparent gas represents the opposite situation: scattering and absorption occurs
seldom, the light can propagate over large distances without deflection. While the interior
of the Sun is opaque, its atmosphere is largely transparent. The transition between opaque
and transparent layers is what defines the 'surface’ of the Sun. The capacity of the gas to
scatter radiation drastically dimmish at the base of the photosphere.

The solar spectrum is approximately that of a black body (see further Section 2.1.2) at
the temperature of 5800 K, this corresponds to the temperature of the gas at the base of
the photosphere. The light originated at the Sun’s interior is scattered many times below
the photosphere, but from the base of this layer upward it is almost free to travel without
deflection, therefore the spectrum keeps almost unchanged. The gas becomes colder with
increasing altitude, the temperature actually drops to about 4200 K. The emission of
the photosphere is a continuum, but as light passes through the transparent and colder
gas of the upper photosphere, dark lines appear in the solar spectrum. A set of several
hundred dark lines in the bright background of the continuous solar spectrum results. This
phenomena was first observed by Fraunhofer in the early 19th century and these lines are
called Fraunhofer lines. The dark lines correspond to specific wavelengths (according to
the atomic transition frequencies) at which the various elements absorb and reemit the
light passing through the gas in the Sun’s outer atmosphere, where the temperature is as
low as 4000 K to 5000 K (see, e.g., [ White (1970)]).

The photosphere is far from being a homogeneous surface, characterised by a uniform
distribution of granules over the solar disk. The granules are regions 1500 km wide on
average and they have lifetimes of 5-10 min, and are observable in visible light. At the
center of a granule the temperature of the photosphere is few hundreds Kelvin degrees
higher than at its edge. Granulation is due to the convection operating below the photo-
sphere, the granules are simple bubbles of hotter gas coming from the interior and results
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probably by strong convective processes in and below the photosphere. In these columns
hot gas rises with a velocity of several kilometers per second (this can be confirmed by
Doppler shift measurements [Bray et al. (1984)]). The hot gas then cools at the top of the
column and sinks down in the darker regions surrounding each granule. Thus, granulation
just represents the tops of convection currents that are transferring heat from below the
solar surface to the surface.

Source Energy Solar cycle Terrestrial deposition
(Wm?) change (Wm?) altitude
Solar radiation
Total irradiance 1366 1.3 Surface, troposphere
UV 2000-3000 A 15.4 0.16 0-50 km
uv 0-2000 A 0.15 0.15 50-500 km
Particles
Solar Protons 0.002 30-90 km
Cosmic rays 0.000007 0-90 km
Solar wind 0.0003 About 500 km

Table 2.1. Magnitude and variability of the solar sources of terrestrial energy. Data taken from
[Council (1994)].

Furthermore, transient phenomena such as sunspots and faculae influence the vari-
ability of the solar emission at short wavelengths in the photosphere. Sunspots appear as
relatively darker patches in the photosphere because they are cooler (around 4000 K) than
the surrounding sphere. The lower the temperature, the weaker the blackbody emission
of the photosphere. Sunspots are associated with the strong magnetic fields that exist
in the interior but the reason why sunspots are cool is not entirely understood, but one
possibility is that the magnetic field in the spots inhibits convection underneath them
[Hoyt and Schatten (1997)]. They are irregular and have an average size of about 10,000
km but range up to areas that cover more than 150,000 km. The spots are usually found
in pairs, or in complex groups, oriented along the direction of the Sun’s rotation. Small
spots persist for several days or a week, while larger ones exists for several weeks. The
number of sunspots appearing on the solar disc is highly variable and ranges from a few
to a maximum of about 150, and varies with a period of 11 years, the so called sunspot
cycle. The period is not constant, but varies between about 9.5 years and 12.5 years
[Mursuly and Ulrich (1998)]. During each cycle, sunspots migrate from high latitudes to
the equator. Sunspots never appear near the Sun’s poles, but they are almost entirely
confined to the region between the equator and 40° latitude. Each spot is composed of
a central dark line, called umbra, surrounded by a lighter region, called penumbra. Facu-
lae (the word facula is actually Latin for ’little torch’) are bright granular structures on
the Sun’s surface that are slightly hotter than the surrounding photosphere. A sunspot
always has an associated faculae, which appear before and disappear after the sunspot in
the same place. These are also magnetic areas but the magnetic field is concentrated in
much smaller bundles than in sunspots. While the sunspots tend to make the Sun look
darker, the faculae make it look brighter.

The region above the photosphere is called the solar atmosphere, characterised by
rare and transparent solar gases. Further the solar atmosphere can be divided into two
layers, called the chromosphere and the corona. The chromosphere is the layer of the solar
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atmosphere adjacent to the photosphere and extending outward to a high of approximately
2000 km where the corona starts. The chromosphere is far from tranquil. Every few
minutes, small solar storms erupt, expelling jets of hot matter known as spicules into
the Sun’s upper atmosphere. Its boundary is defined by an increase in the atmospheric
temperature with altitude (in contrast with the decrease seen in the photosphere). In
about 2000 km, the temperature of the chromosphere increases from about 4000 K to
25,000 K. At this higher temperature hydrogen emits light that gives off a reddish color
(H-alpha emission), this color is the origin of its name (chromos meaning ’color’). The
chromospheric emission spectrum is composed predominantly of emission lines, mostly by
hydrogen, helium, and calcium; the visible emission is weak.

Above the chromosphere lies the corona, which extends outward for several solar di-
ameters without any boundary. The corona is irregularly shaped, very hot and extremely
diluted. It can reach temperatures of few million Kelvins, and a density 10-12 that of
the photosphere. A continuously stream of gas called solar wind flows out of the corona
into the solar system. The emission spectrum of the corona contains a number of weak
emissions lines and its free electrons scatter photospheric light. The emission is strong in
the X-rays because of the extreme temperature of the gas.

Furthermore, transient phenomena appears in the solar atmosphere. So called solar
flares and prominences occurs in the chromosphere and corona. They are associated
with the sunspot groups, and part of the same physical phenomena. Flares are localised
eruptions that can emit great amounts of energy. Prominences assume different shapes
and appear typically as arcs of gas following the magnetic field lines associated with the
sunspot groups. They extend into the corona and sometimes some of the gas completely
escapes the Sun’s gravity, a phenomena called coronal mass ejection.

2.1.2 The Sun as a Black Body

For understanding the concept of absorption and emission processes the laws of blackbody
radiation are essential. This is a basic concept in physics and special for radiative pro-
cesses. A black body is by definition a perfect absorber and emits the possible maximum
amount of energy at a given temperature. Therefore it reflects no radiation and appears
perfectly black. Its an object that absorb all electromagnetic radiation that falls onto
it, no radiation passes trough it and none is reflected. Emission by a black body is the
contrary of absorption. In practice no material has been found to absorb all incoming
radiation. At a particular temperature the black body would emit the maximum amount
of energy possible for that temperature. This value is known as the black body radiation.
The maximum wavelength emitted by a black body radiator is infinite. It also emits a def-
inite amount of energy at each wavelength for a particular temperature, so standard black
body radiation curves can be drawn for each temperature, showing the energy radiated at
each wavelength. All objects emit radiation above absolute zero.

Black Body Radiation Laws

In 1900 Planck devised a theory of blackbody radiation which gave good agreement for
all wavelengths. In this theory the molecules of a body cannot have arbitrary energies but
instead are quantised. Planck postulated that the energy is quantized and can undergo
only discrete transitions, therefore the radiant energies can only have discrete values, which
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can be expressed by
E=hv (2.1)

where h is Planck’s constant and v the oscillator frequency. Further he derived a relation-
ship between the spectrum of intensity By (7T), emitted by a population of molecules at
absolute temperature T', which can be expressed by the Planck function

2
B)\(T) = % ’

A (e?aT — 1)
where h = 6.626 x 10734 Js is the Planck constant, k = 1.3805 x 10723 JK ! is the Boltz-
mann constant, and ¢ = Av corresponds to the velocity of light, with the wavelength A and
the frequency v of the electromagnetic radiation. The Planck and Boltzmann constants
have been determined through experimentation. The Planck function establish a connex-
ion between the emitted monochromatic intensity to the frequency and temperature of the
emitting body. The resulting spectrum is called the Planck or black body spectrum and
shows a single maximum at wavelength \,,. Its radiant intensity increases with tempera-
ture and the wavelength of the maximum intensity decreases with increasing temperature.
The intensity for A < A, decreases sharply, on the other side for A > )\, exists a relatively
wide band toward longer wavelengths. Furthermore, the black body radiation is isotropic,
so the intensity is independent of the direction.

Approximately, the Sun can be described as a black body with a single emission
temperature, but practically it is not a very good characterisation. A better descrip-
tion can be obtained by adopting a equivalent temperature which varies with frequency
[Coulson (1975)].

By integration of the Planck function over the entire electromagnetic spectrum, it is
possible to obtain the total radiance (or intensity) of a black body, this can be expressed
by

(2.2)

mﬂzlm&@me#. (2.3)

The integration over all angles and wavelengths leads to the total flux (energy per unit
time) and Eq. 2.3 becomes the Stefan-Boltzmann law

F(T)=nB(T)=ospT" , (2.4)

where ogp is the Stefan-Boltzmann constant (ogp = 5.67 x 1078 Jm~2s7'K~*). As can
seen in the equation above, the emitted energy flux F'(T') (energy per unit area and per
unit time) is proportional to the fourth power of the absolute temperature.

The wavelength A4, of maximum intensity follows by setting the derivative of Eq.
2.2 (with respect to ) equal to zero, i.e.,

IB\(T)
o\

and for the wavelength of the maximum results Wien’s displacement law

=0 (2.5)

AmazT = A = const (2.6)

(with X in pum follows A=2898 pmK). Wien’s displacement law states that for blackbody
radiation the wavelength of the maximum intensity is inversely proportional to the tem-
perature. By the aid of this property, the temperature of a black body can be determined
from the wavelength of maximum radiation.
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The previous three fundamental laws deal with the intensity emitted by a black body,
which is dependent on the emitting wavelength and the temperature of the medium. A
medium under thermodynamic equilibrium absorbs radiation of a particular wavelength,
and at same time also emits radiation of the same wavelength. This means, that the
emissivity €y (defined as the ratio of the emitting intensity to the Planck function) of a
medium in thermodynamic equilibrium is equal to its absorptivity Ay (defined as the ratio
of the absorbed intensity to the Planck function) and hence follows Kirchhoff’s law

€N — A/\ . (27)

This law states that in thermodynamical equilibrium and at a given wavelength the ratio of
emissivity to absorptivity do not depend on the nature of the substance, but only depends
on wavelength and temperature:

X

= =f\T) . 2.8

=) (28)
This was first realised by the German physicist Kirchhoff in 1860. For a black body, the
absorption reaches a maximum and in the same way reaches the emission a maximum

value. Thus follows
Ay=¢,=1 (2.9)

for all wavelengths.

In general, real bodies not only absorb radiation, they also reflect a part of the incident
radiation and transmit the remainder and can be defined as a gray body and be described
by

Ay=er< 1. (2.10)

The ratios of the absorbed, reflected, and transmitted radiation are again functions of
temperature and wavelength.

2.1.3 The Solar Spectrum

The radiation emitted by the Sun accords, in a first approximation, to the emission of
a black body at a temperature of about 6000 K. The solar spectrum covers wavelengths
ranging from gamma rays to radio waves. Due to nonquantised electronic transitions, the
bulk of the energy is carried by the continuum. The single most important contributer
is hydrogen, both in the neutral state and as negative ions. In the ionisation process the
atom may absorb more than the energy required to remove the electron. This additional
energy can be implemented as supplying kinetic energy to the redundant electron and is
not quantised. As a consequence the absorption is not selective but rather continuous.
These ionisation occurs on the shorter wavelength region of the ionisation frequency. In
the visible and infrared, the solar spectrum is essentially a continuum [Stiz (1989)].

The most important solar radiation part which affects the climate system of the Earth
is in the ultraviolet, visible, and near infrared region of the spectrum. In fact 99% of the
solar radiation reaching the Earth has a wavelength between 0.1 pm and 4.0 pm with 9%
in the ultraviolet (below 400 nm) and the remainder part is in the visible (49%) and near
infrared (42%) wavelength region [Houghton et al. (1984)].

The radiation emitted from the Sun’s photosphere shows a maximum intensity in
the visible region of the spectrum. The spectrum of radiation can be described as an
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ensemble of electromagnetic waves which travels trough a vacuum at the speed of light.
The electromagnetic waves cover a continuous range of wavelengths and the totality is
called the electromagnetic spectrum. The infrared emission is actually a considerable degree
higher and is more closely approximated to a 7000 K black body. On the other hand is
the intensity of ultraviolet (UV) radiation reaching the Earth atmosphere somewhat less
than that from a 6000 K black body, thats due to absorption by atoms and molecules
in the Sun’s photosphere. The solar output shows more a cooler temperature of 5100 K
between 200 nm and 250 nm, and 4600 K between 130 nm and 170 nm. Figure 2.2 gives
the spectral distribution of the solar radiation at the top of the atmosphere, at sea level,
compared against the emission spectrum of a black body with a temperature of about
6000 K.
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Figure 2.2. The spectrum of solar short wave radiation in the UV, visible, and infrared wavelength
region outside the Earth’s atmosphere, at sea level, and for a black body approximation (dashed
line) for average atmospheric conditions for the Sun at zenith. At the sea level the according major
absorbing species are denoted. The figure is adapted from [Brasseur and Solomon (1984)].

The spectrum at top of the atmosphere closely resembles the spectrum given by
Planck’s formula. In the wavelength region from 120 nm to 300 nm exists a superpo-
sition with absorption lines upon the continuum which increases with shorter wavelength.
The source of solar emission changes from the photosphere to the chromosphere as the
wavelength increases from 300 nm to 120 nm. This means that the effective emitting
height of the solar continuum moves upwards in the solar atmosphere and the absorption
lines superimposed on the continuum absorb increasingly more energy.

The emitted solar short wavelength radiation is therefore inversely related to the solar
altitude from where it is emitted. Radiation with wavelengths of > 180 nm are emitted
by the photosphere, wavelengths less than 180 nm are emitted by the chromosphere, and
the very energetic components with wavelengths less than 50 nm originate in the corona.

At wavelengths shorter than 208 nm occurs a sharp increase in the solar flux, this can
be associated with the Al I ionisation edge. Other less distinctive ionisation edges and
their related continua in the solar atmosphere are due to other elements like H, Mg, Fe,
Se, and C. Below the aluminum edge, the importance of the solar emission lines increases
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rapidly. On the other side, the absorption lines from the spectrum below 150 nm becomes
more and more negligible. Less than 140 nm, the emission by chromospheric and coronal
lines begins to dominate the emission in the continuum [Brasseur and Solomon (1984)].
A characteristic emission occurs at 121.6 nm, the Lyman-a emission, which corresponds
to transition from from the excited state of hydrogen.
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Figure 2.3. Spectral irradiance in the ultraviolet between 1500 A and 3000 A (adapted from
[Hall et al. (1985)]).

The solar output varies in many regions of the electromagnetic spectrum, but in the
visible band exists a small variability. For the ultraviolet radiation is the variability
primarily in the extreme (EUV) and far ultraviolet (FUV), in the middle (MUV) and
near ultraviolet (NUV) is the variability less than for the EUV and FUV. The solar
variability is dominated by the 27-day rotation cycle of the Sun and the sunspot activity,
respectively. Observations of the variability over these cycle show that the amplitude of
variation decreases rapidly with wavelength [Lean et al. (1982)]. Figure 2.3 shows the
quiet Sun flux between 1500 A to 3000 A arriving at the top of the Earth’s atmosphere.
The flux is given as summed over 20 A intervals. There exists a large change in flux
across this range, dropping about four orders in magnitude from 300 nm to 150 nm.
The rotation cycle leads to variations of several percent in the UV < 250 nm and of
under 1% for wavelengths longer than 250 nm [Bertauz et al. (1986)]. Furthermore, the
activity changes between the 11-year cycle extremes are noticeable, but by a relatively
small amount. The variation between the extremes in terms of the solar constant (see
the Section below) is of order 0.1%. These variability decreases sharply with increasing
wavelength under consideration of the inverse relationship between solar altitude and the
emitted wavelength.

An excellent assessment of the actually best measurements is given by
[Rottman (1990)], high resolution measurements of the UV solar spectrum are given by
[Hall and Anderson (1991), Schmidtke et al. (1991)]. The solar variability and a more
complete discussion of the solar output can be found in [Frohlich (1977), Stiz (1989)].
The solar variability itself has been reviewed by [Lean (1991), Lean (1987)].
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2.2 Solar Radiation in the Earth’s Atmosphere

Observations of the Sun over many years shows that the intensity of the emitted radiation
has not changed substantially. A quantity to describe the emitted energy is the so called
solar constant, which is defined as the amount of solar radiation incidence (covering the
entire solar spectrum) per unit area and per unit time on a surface normal to the direction
of propagation of the radiation. The exact value and the magnitude of the fluctuations
of the solar constant are not yet known exactly. For the Earth, the solar constant is
further situated at the Earth’s mean distance from the Sun. At top of the atmosphere,
the value of the solar constant is about 1367 Wm ™2, which corresponds to an effective solar
temperature of 5780 K. The Earth’s system captures this energy and the corresponding
energy is on the average 342 Wm ™2 [Frohlich (1977)]. The Earth atmosphere absorbs this
energy, mainly due to molecular oxygen, ozone, and water vapor. The absorption of solar
radiation by ozone is responsible for the heating of the stratosphere.

On top of the atmosphere the distribution of the observed solar radiation depends on
the geometry of the Earth, its rotation, and its elliptical orbit around the Sun. Therefore
it is a function of the eccentricity of the orbit, the longitude of the perihelion, and further
a function of the angle of the Earth’s axis to the plane of the ecliptic. The penetration
of solar radiation and its atmospheric interaction yields to a formation of characteristic
layers, whose altitudes are independent of the intensity of the radiation. The layers are
strongly dependent on the physical behaviour of the atmospheric medium, the solar zenith
angle, and the wavelength of the radiation.

After the solar radiation enters the atmosphere, absorption and scattering by atmo-
spheric constituents attenuates it as it passes through the atmosphere. The absorbed
radiation is directly contributed to the heat budget of the Earth, whereas the scattered
radiation is partly reflected to space and partly continuous its way trough the atmosphere,
where it undergoes further scattering and absorption. The maximum of depletion of the
solar radiation tends to occur at high latitudes were the path length trough the atmo-
sphere is longest, and the minimum of depletion occurs in the intertropical region were
the path length is shortest. The nature and concentration of the absorbing gases and
particles determine the amount of attenuation. The penetration of solar radiation into
Earth’s atmosphere depends on the absorption by each constituent. The absorption be-
haviour of the minor constituents depends on the wavelength, therefore the penetration
depth is dependent on the shape of the spectrum.

Furthermore, the pathlength through which the solar beam passes affects the intensity.
The pathlength depends on the angle of incidence of the solar radiance, which depends on
time, latitude, and date.

2.2.1 Absorption and Scattering

Absorption

The atomic and molecular structure of a gas defines the absorption and emission of
radiation in gases according to the specific wavelength of the radiation. Any isolated
molecule (just as atoms) possesses a certain amount of energy and can only absorb in
certain discrete energy states and can only undergo discrete changes between these states.
The quantum theory also requires that energy transmitted by electromagnetic radiation
exists in discrete units. Radiation occurs only when the atom makes a transition from one
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state with energy Ej to a state with lower energy Ej;, and the atom emits a photon of
energy as given in Eq. 2.1. The lowest energy state is called the ground state, and when
an electron of an atom absorbs energy due to a collision and descend into a large orbit,
the atom is said to be in an excited state. Electrons can be removed from an orbit if a
characteristic amount of energy is absorbed. This amount referred to the ground state is
called the ionisation potential. Contains the atoms or molecules more than one electron,
the ionisation potential usually refers to the electron that requires the energy for removal.
The amount of energy to dissociate the atoms is called the dissociation potential.

Thus if a molecule changes from a state of lower energy to one of higher, it has to
absorb the necessary quantised energy given by hv, where v is the frequency of radiation.
These feature can be described in quantum-mechanical terms by Ej, — E; = hv. It follows
that an isolated molecule interacts only with radiation having certain discrete wavelengths.
If the molecule absorbs radiant energy, the electrons can go to a higher discrete orbit un-
der consideration of their selection rules. Further exist additional, lesser energy amounts.
These results from change of the electronic state, called electronic energy, from the vibra-
tion of the individual atoms about their mean position in the molecule (the atoms of a
molecule are bounded by certain forces such that the individual atoms can vibrate about
their equilibrium positions relative to one another), called vibrational energy. Further-
more from the rotation of the molecule about its center of mass (a molecule can rotate,
or revolve, about an axis trough its center of gravity), called rotational energy. Radiation
can permit only a certain configuration of electron orbits within the atom, further certain
frequencies of vibration and vibration amplitudes, and certain rotation states. The sum of
these three energy states identifies each possible combination of electron orbits, vibration,
and rotation.

For each chemical element or combination exists a characteristic absorption and emis-
sion spectrum, which shows the frequencies of absorption and emission respectively. These
properties can be described in terms of a line spectrum, which consists of a finite number
of narrow absorption or emission lines. So for each particular atmospheric gaseous species
exists a spectrum, the atmospheric absorption spectra therefore consist of all these lines.
If the radiation which penetrate the gas cannot excite the atoms or molecules, the energy
will not be absorbed or emitted. Molecular gases absorb in bands which consists of a large
number of closely spaced spectral lines. The molecular spectra are much more complex
than those for individual atoms because they have more degrees of freedom. Also are the
quantized vibrational and rotational energy transitions much smaller than those in the elec-
tronic transitions. Only for diatomic molecules with an oscillating electric dipole moment
exist rotational or vibrational spectra. A dipole moment results, if the effective centers
of the positive and negative charges have nonzero separation. Molecules with permanent
electric dipole moments, such as HoO and Og, interact strongly with electromagnetic radi-
ation due to their asymmetrical charge distribution. Linear molecules, such as No and Oo,
are inactive because of their symmetrical charge distribution, otherwise they have weak
magnetic dipole moments that allow radiative activities. Electronic transitions are stim-
ulated by radiation in the ultraviolet and visible wavelength region. So their absorption
(and emission) spectra are due to electronic transitions with vibration-rotation features
superimposed. Vibrational and rotational transition occur at IR wavelength, transitions
between electronic levels due to UV and visible radiation. Molecular oxygen and ozone
meanly interacts in these wavelength range.

Rotational energy changes are relatively small, therefore pure rotational lines occur
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in the microwave and far-infrared spectra. Changes in the vibrational states are gen-
erally much larger than the minimum changes in rotational energy. Thats the reason
why vibrational transitions never occur alone but are coupled with simultaneous rota-
tional transitions. This coupling rise to a group of lines known as vibrational-rotational
band. Because of the high energy which is required for the transition, the absorption and
emission usually occurs in the ultraviolet of visible spectrum. Atoms can produce line
spectra, molecules can have two additional types of energy, leading to more complex band
structures in their spectra.

Considering Heisenbergs uncertainty principle, the individual lines in the absorption
spectra of an isolated molecule have finite widths. Monochromatic emission is practically
never observed. Energy levels during energy transitions are usually slightly changing (due
to both, external influences, and the loss of energy in emission), therefore follows the
non-monochromatic emitted radiation, and spectral lines of finite widths can be observed.
Furthermore, the Doppler broadening within the gas expands the width of the lines, the
amount depends upon the velocity of the gas molecules, which is directly proportional
to the square root of the absolute temperature. This line broadening is associated with
random motions of the gas molecules due to the difference in thermal velocities of atoms
and molecules. The perturbation due to reciprocal collisions between the absorbing and
non absorbing molecules tends to a broadening of the spectral lines. The interactions
between the electrostatic force fields of individual molecules during collisions result to a
collision broadening, where the amount depends upon the frequency of molecular collisions,
which is directly proportional to the pressure of the gas (for more details about line
broadening see for instance, [Mitter (1993), D.G. Andrews (1987)]). In the altitude region
extending from 20 km upwards, effective line shapes are determined by both collision- and
Doppler broadening processes.

The absorption behaviour of various molecules depends on their molecular structure.
Molecules with diatomic structure like Ny or Oy have two nuclei, those can only move
toward and away from each other during vibration. Hence diatomic molecules have one
vibrational mode, noted as symmetric stretch. Due to the symmetrical charge distribu-
tion diatomic molecules lack a permanent dipole moment which can acquire oscillating
momentum during vibration. Thats why diatomic molecules show little radiative activity
in the visible and infrared wavelength region.

Triatomic molecules with a linear symmetric assembling like CO9 or NOy show three
vibrational modes, one for symmetric stretch, one for bending motion, and one for an-
tisymmetric stretch. The outcome of this linear symmetry is the absent of permanent
electric dipole moment. Due to vibrational symmetry, the vibration mode is radiatively
inactive at its fundamental. The triatomic structure for O3 or HyO molecules forms an
isosceles triangle and has tree fundamental vibration modes.

Diatomic and linear triatomic molecules show three equal moments of inertia and two
degrees of rotational freedom. Asymmetric top molecules features three unequal moments
and three degrees of rotational freedom. Molecules with larger complexity features addi-
tional degrees of freedom.

Scattering

Considering the denser layers of the atmosphere, solar radiation is diverted or scattered
from its direction of propagation due to the presence of large concentrations of particles,
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such as air molecules, aerosols, and clouds. Aerosols are defined as suspensions of liquid
or solid particles in the air, their mean radius ranges from about 10~* um to 10 pm
[Houghton (1985)].

Scattering is the process, when a particle in the path of an electromagnetic wave
extracts energy from this incident wave and reradiates that energy in all directions. The
frequency of the scattered radiation does not change, but its phase and polarization may
change substantially from those of the incident radiation. The particles act as a new source
of radiation, scattering occurs for particles of all sizes. Scattering of solar radiation does
not lead to a conversion of radiant energy into heat as does absorption.

The ratio of the particle size to the wavelength of the incident radiation determines
the relative intensity of the scattered light. Rayleigh scattering occurs when this ratio
is small; the scattered light is distributed equally in the forward and backward direc-
tions. This theory generally describes the scattering of unpolarized light by air molecules.
Rayleigh scattering is important when the scattering cross section becomes comparable
to the absorption cross section. Approximately the scattering cross section varies as the
inverse fourth power of the wavelength (~ A™%), the shorter the wavelength the more
radiation will be scattered.

Due to the strong absorption behaviour of molecular oxygen and ozone for wavelength
regions less than about 250 nm in the atmosphere follows a reduction and modification
of the effects of Rayleigh scattering. For larger particles an increasing part of the light is
concentrated in the forward direction, this case is called Mie scattering and the distribution
of scattered light intensity with scattering angles becomes very complex.

In the Earth’s atmosphere the particles which are responsible for scattering cover a
range of sizes from gas molecules (=~ 107' m, equivalent to Rayleigh scattering) to large
raindrops and hail particles (=~ cm, basically Mie scattering). In general can the change in
direction of the incident radiation be explained for large particles by geometrical optics. In
the Earth’s atmosphere are three scattering processes important: reflection and scattering
from the underlying surface and troposphere (including clouds and aerosols), molecular
scattering (in essence Rayleigh scattering), and scattering by aerosols (particularly volcanic
aerosols; in essence Mie scattering). Up to the stratosphere, scattering is the dominant
radiative transfer process, with scattering from aerosols, clouds, and larger particles.

A more detailed discussion about atmospheric absorption and scattering can be found
in e.g., [Brasseur and Solomon (1984), Salby (1995)].

2.2.2 Spectral Regions of Photochemical Importance in the Atmosphere

For the Earth’s climate is the absorption of radiation by gases one of the most important
aspects. The principle absorbers and ionisation limits are shown in Fig. 2.4. The Figure
shows the altitude at which vertically incident solar radiation is decreased to e™! of its
value outside the atmosphere. The minor constituents of the atmosphere are responsible
for the most pronounced absorption of both, solar and terrestrial radiation (not only
nitrogen (N2) and molecular oxygen (Og2) contributes). Water vapor (H2O) and carbon
dioxide (CO3) absorb much of the long-wave terrestrial radiation. The most important
absorbing gases in the atmosphere are oxygen (O3), ozone (O3), water vapor (H20), and
carbon dioxide (COs), and their oxides (N2O, NOs), and methane (CH,). The absorption
spectra are quite complex, but as seen in Fig. 2.4, exist regions of absorption in which the
absorption is so strong that no solar energy reaches the surface of the Earth. Absorption
by ozone and molecular oxygen is responsible for removal of virtually all of the incident
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solar radiation shorter than 290 nm. Molecular oxygen absorbs only the radiation at
wavelengths less than 242.4 nm. Ozone primarily absorbs between 200 nm and 300 nm,
but also to some extent in the visible and infrared wavelength region.

On the other side exist so called optical windows (spectral regions where the absorption
by the atmosphere is quite weak) in the spectra, because absorption is not strong from
300 nm to 800 nm, about 40% of the solar energy is concentrated in the region between
400 nm and 700 nm. In this region the atmosphere is essentially transparent. From 800
nm to 2000 nm, terrestrial long-wave radiation is absorbed in a complicated way mostly
by water vapor, but also by COs and other trace gases. The fact, that molecules absorb
in particular regions of the spectrum can be determined only by quantum mechanical
calculations, according to the optical properties of the medium. In the atmosphere above
20 km, radiation with wavelengths shorter than 300 nm, (ultraviolet and X-rays) is mainly
absorbed by Os, O3, O, and Ny. The very intense Lyman « line emission at 121.6 nm
can reach the upper part of the middle atmosphere due to theirs positioning in an optical
window in this wavelength region (effectively dissociate water vapor, carbon dioxide, and
methane). Radiation with wavelengths shorter than 100 nm is almost completely absorbed
above 100 km by molecular and atomic oxygen, and by molecular nitrogen. Ionization due
to extreme ultraviolet and X-rays occurs at very high levels, the ionization forms and
maintains the so called ionosphere.
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Figure 2.4. Altitude at which the solar irradiance decreases to e~ ! of its value outside the Earth’s
atmosphere for vertical incidence. The solar flux is attenuated by a factor 1/e. The principle
absorbing species and thresholds for photoionisation are indicated (adapted from [Salby (1995)]).

For the region below 40 km, the absorption of solar radiation due to ozone and molec-
ular oxygen is of major importance. Ozone forms the stratosphere and mesosphere by
photochemical processes, the maximum concentration can be found between 20 km and
30 km height. A depletion of the stratospheric ozone would result in an increase of the
ultraviolet radiation at the Earth’s surface, including incalculable consequences for the
biosphere. From this absorption properties follows the abrupt cutoff at wavelengths at
about 300 nm of the solar radiation entering the troposphere. In the troposphere, the
absorption of solar radiation is rather weak and mainly occurs in the visible and near
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infrared (0.55 pm < A < 4.0 pm) wavelength region due primarily to HoO, COy, and
clouds. In the lower atmosphere, the aerosol absorption behaviour has to be considered.
Aerosols heat the troposphere by the absorption of solar energy.

Wavelength ‘ Atmospheric absorbers ‘

121.6 nm Solar Lyman « line, absorbed by Os in the mesosphere; no
absorption by Os.

100 - 175 nm | Oy Schumann-Runge continuum. Absorption by by O in
the thermosphere; can be neglected in the mesosphere and
stratosphere.

175 - 200 nm | O Schumann-Runge bands. Absorption by O3 in the meso-
sphere and upper stratosphere.

200 - 242 nm | O Herzberg continuum. Absorption by O, in the strato-
sphere and weak absorption in the mesosphere. Weak ab-
sorption by O3 in the Hartley band.

242 - 310 nm | O3 Hartley band. Absorption in the stratosphere leading to
the formation of O(!D).

310 - 400 nm | O3 Huggins bands. Absorption in the stratosphere and tro-
posphere leading to the formation of O('P).

400 - 850 nm | O3 Chappius bands. Absorption in the troposphere features
photodissociation at the surface.

Table 2.2. Spectral regions of photochemical importance in the atmosphere.

Table 2.2 shows the different spectral regions of photochemical importance in the
UVVIS wavelength region for molecular oxygen and ozone. Ozone absorbs at longer
wavelengths than oxygen thus can penetrate to lower altitudes. The Hartley band (see
Section 2.5.4) is the primary ozone absorption region and lies between 200 nm to 310 nm.
The Hartley band merges the Huggins bands at 310 nm to 400 nm. Further absorbs ozone
in the visible wavelength region between 400 nm to 850 nm, which are the Chappius bands
and these are importance in troposphere and lower stratosphere.

The Hartley and Chappius bands features continuous spectra, the Huggins bands con-
tain a spectrum of diffuse lines. The Herzberg continuum is situated at wavelengths of 200
nm to 242 nm, where O is dissociated into two ground-state oxygen atoms. At shorter
wavelengths, the Schumann-Runge bands specify the absorption spectrum, where Os is
vibrational excited. A detailed discussion about the Schumann-Runge absorption system
is given in Section 2.5.1. Wavelengths shorter than 175 nm are absorbed in the Schumann-
Runge continuum, where Os is dissociated into two oxygen atoms, one electronical excited.
Absorption at shorter wavelengths features an irregular banded structure that eventually
merges into the ionisation continuum at wavelengths shorter than 102 nm.

2.3 Radiative Transfer

The Earth-atmosphere system reflects about 30% of the incoming solar radiation at the top
of the atmosphere and absorbs the remaining part. A major part of the solar irradiation
is absorbed by the Earth’s surface, approximately 70% by the ocean and 30% by land.
Considering a climatological period of time (a year or longer), the global-mean temperature
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of the Earth-atmosphere system is relatively constant. Therefore the solar energy absorbed
in the Earth-atmosphere system must be reemitted into space to accomplish approximately
the global thermal equilibrium.

2.3.1 The Global Radiation Balance

The solar radiative energy constitutes the basic driving force for atmospheric circulations.
Tts the ultimate source of energy that drives weather and climate in the Earth atmosphere.
The absorption of solar radiation by the atmosphere and surface leads to heating of the
climate system. The most important external factor for the Earth’s climate is the total
incoming solar radiation. The solar incoming energy is mainly absorbed in the atmosphere
by molecular oxygen, ozone, and water vapor. The residual part of solar radiation that is
not absorbed in the atmosphere or backscattered to space reaches the Earth’s surface.
The energy is mostly provided in the ultraviolet, visible, and near-infrared wavelength
region (wavelength between 0.2 pm and 4.0 ym). The short wave (SW) energy flux at
top of the atmosphere normal to the incident ray direction can be characterised by the
solar constant (see Section 2.2), which is approximately equal to 1370 Wm 2. The total
incoming energy captured by the Earth’s system is on the average 342 Wm™2, of which
about 31% (equal to 107 Wm ™ 2) is returned to space by clouds and Earth’s surface
(24% due backscattering by clouds, air molecules, and particles, the remaining 7% due to
reflection at the Earth’s surface). This amount of backscattered solar radiation without
changes in wavelengths is called albedo. About 25% (87 Wm ™ 2) of the incoming energy
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Figure 2.5. Schematic diagram of the global radiation budget in the climatic system. The diagram
shows the interaction of solar radiation with the Earth atmosphere. The incoming solar radiation
is partially reflected by the atmosphere, about half of the amount of energy is absorbed by the
Earth’s surface. Adapted from [Brasseur and Solomon (1984)].

is absorbed within the atmosphere, by ozone in the middle atmosphere, and by clouds
and water in the troposphere. The remaining energy 43% or 148 Wm™?2 is absorbed
by the Earth’s surface. At the wavelengths of solar radiation, atmospheric emission is
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negligible, therefore only absorption needs to be considered. Figure 2.5 approximately
describes the global energy budget of the Earth system. All the processes shown in the
figure are responsible for the temperature structure of the atmosphere and also determine
the temperature at the surface.

The solar energy absorbed by the Earth is reradiated as infrared radiation. This energy
is mostly absorbed by clouds and atmospheric particles such as water vapor and carbon
dioxide. These two gases are able to carry a large fraction of that energy (mostly in
the 12 pym to 20 pm region) in the lowest region of the atmosphere. The atmosphere
shows a relatively weak absorption behaviour in the wavelength region between 8 yum to
12 pm (called the atmospheric window), therefore terrestrial radiation is able to propagate
into space. As a consequence of these weak absorption, any gas with strong absorption
properties in this spectral region is relatively efficient in trapping terrestrial radiation.

With the principle of conservation of energy, it is possible to calculate the heating or
cooling of an atmospheric layer due to the change in net solar and terrestrial radiation
with height. The resulting thermal effects can be studied by using mathematical models,
generally by solving the radiative transfer equation (see Section 2.3.3). From this exam-
inations follows a net cooling of the atmosphere by the long-wave radiation component
at the order of 2.5 K per day. The averaged heating of the atmosphere by absorption
of solar radiation is only of the order of 0.5 K per day, and therefore, it does not com-
pensate the cooling by long-wave radiation. The maintenance of a steady state in the
atmosphere is only possible through the transfer of sensible heat (enthalpy) and latent
heat (evaporation-condensation) from the Earth’s surface to the atmosphere.

The concentration of some of the absorbers (cf. ozone) varies strongly with height, so
the solar and terrestrial radiation fluxes are also strongly height dependent. The short-
wave solar radiation dominates the net radiation balance in the daytime, on the other
hand at night the long-wave radiation flux dominates. Water vapor is responsible for the
net radiative cooling in the troposphere. The absorption of ultraviolet radiation by ozone
in the Huggins and Hartley bands is the principle source of heat in the stratosphere, a
smaller extent results due to the absorption of long-wave terrestrial radiation in the 9.6-
pm band. Therefore results a heating rate of about 12 K per day near the stratopause,
with a maximum of about 18 K per day near the summer pole. The ozone concentration
determines these numbers. The long-wave heating is only possible because of the low
concentration of ozone in the troposphere.

Above about 75 km to 80 km, the absorption of molecular oxygen in the Schumann-
Runge bands is responsible for the heating of the atmosphere. Except in the polar
regions exists a net heating rate near 2 K per day, but there is a strong net cool-
ing, up to 10-15 K per day, in the winter polar region between the stratopause and
mesopause, and a weaker heating, up to 5 K per day, in the summer polar lower mesosphere
[Kiehl and Solomon (1986)]. These facts exert a strong control on the seasonal varying
temperatures and zonal winds. In the stratosphere and lower mesosphere the dynamical
contributions to the global-mean heating are small at any level, therefore the global-mean
net radiative heating is small throughout this region. In the middle and upper mesosphere
these dynamical processes are larger, but still small contributions to the net heating rate.

At 100 km results a heating rate of about 10 K per day, but there exists a large
variation with latitude and season. Ultraviolet radiation is responsible for the dissociation
of molecular oxygen, forming atomic oxygen. At altitudes above 80 km extends the lifetime
of atomic oxygen to near one day, and the energy which is absorbed by Os photolysis is
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stored as chemical energy. This energy is released as thermal energy when the oxygen
atom recombines. Much of this chemical energy is released in high latitude winter due
to horizontal and vertical transport. This process and the adiabatic heating are a result
of downward vertical velocities, both together lead to the warm mesopause temperature
observed in winter.

The contribution to the heating rate through the absorption of molecular oxygen in the
Herzberg continuum in the middle atmosphere is weak, thus contribution can be neglected
relative to the effects of ozone in the stratosphere. Some O9 bands also exist at wavelengths
longer than 760 nm in the visible wavelength region. Noctilucent clouds, forming in the
upper mesosphere and polar stratospheric water ice clouds, have also a small influence on
heating in the middle atmosphere. Noctilucent clouds occur during the summer near the
mesopause, furthermore are these clouds an indicator of water-vapor condensation in the
upper mesosphere. But these clouds have only a minor effect on the radiative balance
[Pollack and McKay (1985)].

The cooling in the middle atmosphere by radiative emission is principally due to the
15 pm band of carbon dioxide. For the stratosphere and mesosphere results a cooling rate
of about 2 K per day. The maximum of the cooling rate is found at the winter mesopause,
where the temperature is relatively warm. A further contribution to infrared cooling in
the middle atmosphere is the emission in the 9.6 ym band of ozone. The infrared emission
at 80 ym by water vapor in the middle atmosphere is relatively weak.

2.3.2 The Greenhouse Effect

Radiative active gases, called greenhouse gases, absorb a small fraction of solar energy,
but these gases are very effective in absorbing as well as emitting long wave radiation.
Greenhouse gases have very small volume mixing ratios (like water vapor and carbon
dioxide less than 0.1%) and absorb effectively the infrared radiation coming from the
Earth’s surface and atmosphere. Typical absorbing bands of greenhouse gases are the 9.6
pm band of O3 and the 15 ym band of COy. As well the atmospheric window and other
gases such as water vapor and CHy are noticeable. The net effect of these greenhouse
gases is the reduction of the amount of radiative energy emitted to space, otherwise they
features an increase of radiative energy provided to the lower atmosphere and surface
system.

From the terrestrial energy emitted by the surface (about 390 Wm™=2), only 40 Wm ™2
escapes directly to space in the atmospheric window (corresponds to 12% of the incoming
solar radiation). The remaining amount of energy (around 310 Wm~2 or 90%) is absorbed
in the troposphere by water vapor, COs, O3 and other greenhouse gases as mentioned
above. Also clouds and aerosols are responsible for absorption of the terrestrial radiation.
At least, 335 Wm? (denotes 98%) is emitted back to the surface, while 195 Wm™2 (or
57%) is emitted to space. The difference between radiative emission at the surface and
the total infrared emission to space represents the greenhouse effect.

The largest contribution to the greenhouse effect is provided by water vapor and COg,
and other trace gases like CHy, N2 O, O3, CFCs, HCFCs, and HFCs. The greenhouse gases
therefore retain heat within the atmosphere, which is called the natural greenhouse effect.
The natural greenhouse effect is responsible for the observed global mean temperature
(~15°C). The increase of concentration of man made greenhouse gases like CFCs, HCFCs,
and HFCs features additional heating. The opacity of the atmosphere increase and the
altitude where radiation is reemitted back to space is higher. As a result of these increasing
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opacity, the temperatures at higher altitudes are lower and less energy is emitted, this leads
to a rise in radiative forcing. This effect is called the enhanced greemhouse effect. For a
stable climate, a balance between incoming and outgoing radiation is required.

2.3.3 Radiative Transfer Equations

Solar radiative energy is the basic driving force for atmospheric motions and the most
important external factor for the Earth’s climate. At the wavelengths of solar radiation,
atmospheric emission is negligible, therefore only absorption needs to be considered. For
wavelengths of terrestrial radiation, absorption and emission are equally important and
must be considered simultaneously. To understand the absorptive behaviour of the atmo-
sphere, the analysation of the transfer of terrestrial radiation through an absorbing and
emitting medium is necessary. This means the description of the radiative transfer with
its three dimensional dependence on wavelength and directionality. For an atmospheric
radiative transfer theory it is helpful to make two approximations. First, the curvature of
level surfaces due to the sphericity of the planet is negligible for many applications. The
second one is, that the properties of the medium and the radiation field depend only on the
vertical coordinate. Together, these conditions comprise the plane-parallel approximation.

The monochromatic radiation or intensity in a given medium passing through the pencil
of light is given by I, = I,£2, depending on wavelength A. The intensity (or radiance)
represents the amount of energy dE traversing a surface dA with unit normal n per unit
time dt in a pencil of solid angle d2 inclined at an angle O (see Fig. 2.6) relative to the
normal to the surface and can be written as

dE A

I, = Q.
AT At dA dQ cos ©

(2.11)

The monochromatic radiance is defined at each point s in space and for each direction Q

A

dQ

Figure 2.6. Geometry of a pencil of light in direction ) traversing the surface element dA with
unit normal n. The angle © denotes the inclination of the beam. Adapted from [Retscher (2004)].

of the beam of light. Integrating Iy normal to the surface with positive n direction over all
solid angels d€2 defines at each point s the net radiant flux F)(s) crossing a plane surface
and can be written as

Fi(s) = A Iy (s, ) dSY’ (2.12)
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and is expressed in Wm™2. Multidimensional radiation is called diffuse, and if the radiation
arrives along a single direction, like incoming solar radiation, it is termed parallel beam
radiation. For a plane parallel atmosphere at altitude z, the net flux can be separated into
its upward propagating F)T and downward propagating Fi components such that the net
flux can be written as

Fy(2) = Fl(2) - F}(2) . (2.13)

The monochromatic radiance represents the spectral density of the radiance at wavelength
A. Absorption and emission are not monochromatic, therefore the radiance has to be
integrated over a finite wavelength interval

F(z) = /A F(z) dX . (2.14)

The attenuation of a beam of light depends on the density and the absorption character-
istics of the medium trough which it passes. Energy can also be scattered into, out of, or
emitted into the solid angle. Absorption and scattering constitute the net extinction of
energy passing trough the pencil of radiation.

Beer-Bougert-Lambert’s Law

Electromagnetic radiation can interact basically with matter through absorption, scat-
tering, and emission. A pencil of radiation is attenuated proportional to the density and
absorbing characteristics of the medium through which it passes. So the probability of
absorption by a molecule depends on the behaviour of the molecule and the wavelength of
the incoming radiation. The incident radiation can also be scattered out of this beam. So
both, absorption and scattering, constitute the net extinction of energy passing through
a pencil of radiation. Further intensifies energy emitted or scattered into this beam from
other directions the flow of energy through the pencil of radiation.

For a beam of monochromatic radiation of unit cross-sectional area with intensity I,
passing through an absorbing medium, the intensity after traversing a layer of thickness
ds in the direction of propagation, Iy + dIy, is increment changed by

dIy = —noyI) ds , (2.15)

where o), is the extinction cross section (referenced to an individual particle and has the
dimension of area) and n the number density of the gas. This equation is known as the
Beer-Bougert-Lambert’s law and characterises the decrease of spectral radiance, which is
proportional to the mass of absorbing and scattering material encountered along the ray
path. This relation states that radiance decreases monotonically with increasing path
length through the layer. The cross section describes the effective absorbing area of an
increment of mass for the wavelength A. The extinction coefficient o) consists of an
absorption 0,) and a scattering part o)

O\ = Og\ + 05 (2.16)

and generally depends on temperature and pressure. It measures the characteristic dis-
tance over which energy is attenuated. The extinction coefficient can be derived from
measurements or calculated from quantum mechanic processes.
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Another measure to describe this principle can be expressed in terms of the specific
extinction cross section &y, which has units of area/mass. The fractional energy absorbed
from a pencil of radiation is proportional to the mass traversed by the radiation, therefore
results

d[,\ = —p&)\f,\ ds s (2.17)

where &) is equivalent to the effective area of that mass and p is the density of the medium.
By integration of Eq. 2.15 along the path of radiation defines the emergent intensity

Iy(s) = 1,(0) exp [—/Osn(sl) or(s) ds'] . (2.18)

The number density n depends on the path s against the change in density over altitude
in a real atmosphere. The radiance decreases monotonically with increasing path length
through the layer.

For the intensity inside a pencil of radiation follows, that the intensity exponentially
decreases with the optical path length or also called optical thickness

!

(s) = /0 n(s")os(s)) ds | (2.19)

which is a measure of the depletion that the beam of radiation has experienced as a result
of its passage through the layer, weighted according to the density and extinction cross
section of the medium. In penetration downward through a layer of unit optical thickness,
the intensity of the monochromatic radiance of the incident beam is diminished by a factor
e. A medium is called optical thick if the total optical thickness is greater than one, the
radiation is absorbed before it can traverse the medium. Otherwise, if the optical thickness
is much smaller than one, the medium is called optical thin and the radiation traverse the
medium with little attenuation.

For monochromatic radiation results the so-called transmissivity or also called trans-
mission function Try of the medium at a given wavelength

Try(s) = =e , (2.20)

which describes the fraction of incident radiation remaining in the pencil at a given dis-
tance. From this equation follows, that the transmissivity decreases exponentially with
increasing optical thickness. On the other side, the monochromatic absorptivity a) de-
termines the fraction of incident radiation that has been absorbed from the pencil of
radiation, therefore it follows

ax(s)=1—Try(s)=1—¢ ") (2.21)
The absorptivity approaches unity exponentially with increasing optical thickness.
Schwarzschild Equation

The basic equation of radiative transfer can be obtained due to an extension of Beer-
Bougert-Lambert’s law. Including that the gas along the ray path is also emitting radiation
of wavelength A, an extra term Jy has to be added in Eq. 2.15 and an expression of the

43



energy balance in each unit volume of the medium follows. The equation of radiative
transfer can be written as

dl
noy ds

=J -1, . (2.22)

The equation above describes the radiative transfer in general form for a layer bounded
by two infinite parallel planes of a horizontally stratified medium. Both, extinction and
emission are characterised by Eq. 2.22. For the atmosphere, the source function Jy
expresses the incoming radiation due to either scattering from all directions, to solar
radiation, or to thermal emission by atmospheric molecules. The importance of these
contributions varies with the spectral range of interest.

In the case of a plane-parallel atmosphere, where local thermodynamic equilibrium
conditions apply and in the absence of scattering, the source function in the radiative
transfer equation is equal to the black body monochromatic radiance, given by the Planck
function (Eq. 2.2)

Jy = B\(T) . (2.23)

The equation of radiative transfer therefore reduces to the so called Schwarzschild equation

=By -1, , (2.24)

where o) then equals the absorption cross section o,). The first term in the right-hand side
of Eq. 2.24 denotes the increase in the radiant intensity arising from blackbody emission
of the material, whereas the second term represents the reduction of the radiant intensity
due to absorption. The Schwarzschild equation shows the theoretical possibility of deter-
mination of the intensity of radiation at any point of the atmosphere if the distribution of
absorbing mass and the absorption coefficients are known.

The solution of the equation of radiative transfer can be expressed formally when the
optical thickness 7y is inserted into Eq. 2.22

dly
— 4+ 1)\ = . 2.2
dr + Iy = Jx (2.25)

By integration of Eq. 2.25 from 0 to 7,(s) follows
Le™ = /JAeTidT; +C (2.26)
and including the boundary condition I(sg) = I,(0) yields to
T ,
I\(s) = I (0)e ™ + / a(rh) e () drd (2.27)
0

The first term in Eq. 2.27 describes the absorption attenuation of the radiant intensity
by the medium, according to an exponential decrease with the path length of the incident
intensity 7,(0), and is essentially equivalent to Beer-Bougert-Lambert’s law. The second
term represents the emission contribution from the medium along the path from 0 to s.
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2.3.4 Chapman Theory

When solar radiation penetrates into the Earth’s atmosphere, the photons undergo col-
lisions with atmospheric molecules and therefore, these solar photons are absorbed and
scattered. The amount of absorption by a molecule depends on the nature of the molecule
and the wavelength of the incoming radiation. The Beer-Bouguert-Lambert law describes
this absorption of incident intensity passing through a medium. The solar radiation pen-
etrates the Earth’s atmosphere at an angle of incidence, the local zenith angle y, which
depends on the local time, season, and latitude.

Furthermore, the rate of photodissociation and the production of heat directly depend
on the rate of energy deposition in the atmosphere by absorption. The penetration of
solar radiation and its interaction with the atmosphere leads to the formation of layers
whose characteristic altitude is independent of the intensity of the incident radiation, but
strongly dependent on the nature and concentration of the absorbing gas, the solar zenith
angle x, and the wavelength of radiation. Therefore, for polychromatic radiation several
absorbing layers are found at different altitudes, because there exist regions of strong
absorption by one or more absorbing gases corresponding to different wavelengths. This
was first presented by Sydney Chapman in 1931. The attenuation of solar radiation in the
atmosphere depends on the solar zenith angle, therefore the Beer-Bouguert-Lambert law
can be written as

I/\(ZaX) = I)\(OO) exp(—r/\(z,x)) ) (2'28)

where z corresponds to the altitude and I)(oc) represents the solar intensity outside the
Earth’s atmosphere. Neglecting the curvature of the Earth for the variation of the path
of the incident radiation gives

ds = dzsecy , (2.29)

where dz is a unit of altitude. Therefore, the variation of monochromatic radiation can
be written as

I\(2) = In(c0) exp [— sec x / oon(z')aa,,\dz’] : (2.30)

In practice an expression should be used which accounts for the combined effects of several
absorbing gases. In the middle atmosphere dominates absorption of ultraviolet radiation
by molecular oxygen, or ozone, or both. With regard to the zenith angle of the incident
solar radiation the optical thickness then reads

Ta(z.x) = sec x[ry (2, x) + 7% (2, X)] (2.31)

where T)\O 2 and 7'/? % is the optical thickness of molecular oxygen and ozone, respectively.

When the solar zenith angle exceeds 75 degrees (sunrise or sunset), the effect of the Earth’s
curvature can no longer be neglected and the secant must be replaced by the so called
Chapman function Ch(y). This function not only depends on the zenith angle x but also
on the altitude at which the absorption occurs. The Chapman function represents the
ratio of the total amount of the absorbing species along the zenith angle (x with respect
to the vertical) versus the amount of total of the absorbing species in the vertical. The
definition of the Chapman function occurs with the optical thickness

n(zx) = oun / n(s') ds’

— o0

= ogn(2)H(z) Ch(z,X) (2.32)
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and for the Chapman function Ch(z, x) results

f; n(s')ds'

e e

(2.33)

where z = (R, + z)/H(z), R, being the Earth’s radius, z the altitude, and H(z) is the
atmospheric scale height. For an isothermal atmosphere with the assumption that the gas
has a constant scale height H, the value of the Chapman function can be estimated with
the following expression [Brasseur and Solomon (1984)]

1:I:e’rf(<%a:c082x>l/2)] . (2.34)

+ sign:ng, — sign:x <

1 1/2 1
Ch(z,x) = <§7m: sinx2> exp <§3: cos? X>

i
2
The Chapman function also depends, in addition to the zenith angle, on the relation
between the total altitude (R.+z) and the constant scale height. For x = 7, corresponding
to sunrise or sunset, a simplified form results for the Chapman function
1/2

Ch(z,7/2) = (7"2—9”)
For a detailed deduction of the Chapman function see, cf. [Risbeth and Garriott (1969),
Brasseur and Solomon (1984)].

(2.35)

2.4 UV Absorption Characteristics of Molecular Oxygen and
Ozone

Solar photons are absorbed in the stratosphere and mesosphere primarily in the ultraviolet
wavelength region and to a lesser extent in visible, near infrared, and X-ray wavelength
regions. Therefore the absorbed energy produces electronic, vibrational and rotational ex-
citation, molecular dissociation, and ionisation, but ionisation is of only minor importance
for the middle atmosphere. At altitudes below about 60 km, these processes are closely
balanced by local recombination and collisional de-excitation, thus most of the absorbed
energy is thermalised, which means a local realisation as heat.

Absorption of ultraviolet radiation by atmospheric molecules like molecular oxygen and
ozone, can induce transitions into electronically excited states which may then photodis-
sociate. Dissociation occurs primarily in continuous spectra, while excitation of electronic,
vibrational, and rotational energy takes place in spectrally complex bands composed of
large numbers of lines. Furthermore, dissociation can also arise from absorption in complex
spectral bands provided these are at wavelengths shorter than the threshold wavelength
of dissociation. The process of dissociation results in the formation of new species and the
excitation process, which may occur at the same wavelength as well, results in a change
in the electronic or other energy level of the constituent. So absorption of ultraviolet ra-
diation by atmospheric molecules can induce transitions into electronically excited states
which may then photodissociate. The concept of absorption cross section refers to the
ability of a particular molecule to absorb a photon of a particular wavelength. It does not
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refer to an actual area size, even though it has units of area. In this case, the absorption
cross section conveys the probability of interaction between light photons of a given energy
and the oxygen or ozone molecules.

The Beer-Bouguer-Lambert law describes the absorption of a ray of incident intensity
at a given wavelength passing through a layer containing an absorbing species. The vari-
ation of intensity is proportional to the absorption coefficient, this coefficient is therefore
proportional to the concentration of the absorbing particles. The absorption cross section
defines the absorption behaviour of the absorbing species. The absorption cross section
is the sum of all the separate cross sections for processes that are possible, resulting from
a single photon absorption event the wavelength of the absorbed photon. Absorption of
ultraviolet radiation by molecular oxygen and ozone leads to excitation as indicated in
the spectrum by absorption lines and by electronic bands consisting of many lines due to
vibrational and rotational energy levels. Since the energy of the photon must match the
energy difference between the lower and the upper energy level, the absorption occurs at
discrete lines or bands in a narrow range of wavelengths.

A illustrative potential energy diagram is shown in Fig. 2.7, where the two displayed
curves representative the ground and excited states of a diatomic molecule. Maximum
stability results at the minimum in the potential curve, that represents a stable bound
configuration of the molecule. Due to absorption of a high energy photon, the electron
configuration changes to an excited state whose potential energy is represented by the
upper curve. The amount of energy due to transition is given by the difference between
the two minima. The vibrational levels are shown as well, denoted by the horizontal
line in the potential. The potential energy versus internuclear distance is shown for the
ground electronic state X and the first electronically excited state A. For each of these
states, the potential energy first decreases and then increases with internuclear distance,
corresponding to electrical forces that are repulsive at close range and attractive at longer
range on either side of a stable equilibrium point. Further, the potential energy becomes
independent of distance for larger separations.

\
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Figure 2.7. Simplified potential energy diagram for two electronic states of a diatomic molecule.
The horizontal lines in the potential represent the vibrational energy levels (adapted from
[D.G. Andrews (1987)].

Photodissociation is indicated in a spectrum by continuous absorption over an extended
range of wavelengths. In contrast to excitation, which is indicated by absorption at discrete
wavelengths, the absorption due to photodissociation occurs in an absorption continuum.
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For a continuum, the transition is not between two well defined energy levels but between
a specific lower energy level and any energy greater than the threshold energy for a given
process. This means in practice that many different processes may occur together in the
same wavelength region, with discrete absorption in lines of bands overlapping one or more
continua.

Further the vibrational energy levels contains an internal structure, each level is sub-
divided into a number of rotational energy levels. The spacing of these levels is too small
to be shown in Fig. 2.7 and therefore transitions such as (1) and (2) are multiple and are
associated with a series of spectral lines.

Also the dissociation thresholds for both states are illustrated, for the X state, dissoci-
ation into two ground-state atoms results, while the threshold for the A state corresponds
to dissociation into one or more electronically excited atoms. As the vibrational energy
levels increase, the vibrational oscillation energies increase until the dissociation threshold
is reached. The transitions, indicated by the slanting arrows in Fig. 2.7, represent (1) the
absorption of a photon to produce a transition from one vibrational level to a higher one of
the X state, (2) absorption producing a transition from one vibrational energy level of the
X state to the first level of the A state, (3) absorption producing photodissociation to two
ground-state atoms, and (4) dissociation producing one excited state and one ground state
atom. The energy changes associated with the dissociations are continuous, the discrete
energy changes associated with transitions between vibrational energy levels produce dis-
crete spectral bands. However, for molecules with identical nuclei, like molecular oxygen
and ozone, photon absorption does not occur for transitions from one vibrational energy
level to higher one.

Photodissociation results in the severing of chemical bonds and the production of neu-
tral dissociation products XY +hr — X +Y where both X and Y may be in excited states
(electronic, vibrational, rotational) and they can have excess kinetic energy. Usually the
products in excited states are much more reactive than in the ground state. Photodis-
sociation is possible at all wavelengths less than the threshold corresponding to the least
energetic photodissociation process for the molecule in question. Since the absorption
occurs over a continuous range of wavelengths, photodissociation leads to continua in the
cross section curve. The difference in energy between that possessed by the absorbed
photon and the energy levels of the products is taken up in the kinetic energy of the
products. Photoionisation is of minor interest for middle atmospheric examinations and
will not considered anymore in this thesis.

2.5 The Molecular Oxygen UV Absorption System

Oxygen plays a key role in the chemistry of the Earth’s atmosphere. The splitting of the
molecular oxygen bond by ultraviolet solar radiation is the primary step in the formation
of ozone. The penetration of solar radiation into the Earth’s atmosphere depends on the
absorption by each constituent of the atmosphere. The radiation below 100 nm is almost
completely absorbed above 100 km by molecular and atomic oxygen, and by molecular
nitrogen, only X-rays of wavelength less than 1 nm penetrate to the middle atmosphere.
At wavelengths greater than 100 nm, solar ultraviolet radiation can photodissociate atmo-
spheric molecules. At longer wavelengths, the solar spectrum is subdivided into regions
of absorption by the principal absorbing species, molecular oxygen and ozone. Molecu-
lar oxygen absorbs only the radiation at wavelengths less than 242.4 nm, while ozone,
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abundant in the stratosphere, absorbs primarily between 200 nm and 300 nm, but also to
some extent in the visible and infrared. Oxygen is a key molecule in photochemistry of
atmosphere.

Photoabsorption determines the altitude region where solar radiation is deposited and
the transmission of ultraviolet in the atmosphere. Therefore, photon cross sections are
required for a quantitative understanding of the atmosphere. The energy levels and as-
sociated equivalent wavelengths of atmospheric constituents provide the framework for
understanding photon interactions and chemical reactions in the atmosphere. The cross
section, the number density relative to other absorbers, and the availability of significant
photon flux at the altitude in question are determining the importance of any specific
process at any specific place in the atmosphere.

At the ultraviolet wavelengths where radiation interacts with molecular oxygen and
ozone, the radiation produces continuous bands of absorption in connection with photodis-
sociation of molecules. Figure 2.8 shows the general shape of the spectral distribution of
the absorption cross section of molecular oxygen. In the Herzberg continuum at wave-
lengths between 242 nm to 200 nm, molecular oxygen is dissociated into two ground-state
oxygen atoms. Considering shorter wavelengths, from 200 nm to 175 nm, the absorp-
tion spectrum is superposed by the discrete Schumann-Runge bands. Molecular oxygen
is vibrationally excited in these bands. Also these excited bound states are unstable and
eventually produce two ground-state oxygen atoms. Each of these vibrational bands in
the Schumann-Runge system are comprised of rotational lines. Wavelengths between 175
nm and 135 nm are absorbed in the Schumann-Runge continuum, in which molecular
oxygen is dissociated into two oxygen atoms, one electronically excited. Absorption at
still shorter wavelengths exhibits an irregular banded structure, the atmospheric window
region in the molecular oxygen absorption spectrum, which extends from about 130 nm to
the ionisation threshold at about 102 nm. It consists of many strong, diffuse absorption
bands coupled with regions between the bands of low absorption. The regions of low ab-
sorption are called atmospheric windows, because high energy solar ultraviolet radiation
can penetrate to lower altitudes than would be expected from averaged cross sections at
these wavelengths. The contribution marked Lyman « is due to emission by atomic oxygen
in the Sun’s spectrum. Due to a coincidence with a minimum in the oxygen absorption
spectrum, Lyman « radiation penetrates relatively far into the atmosphere.

The absorption by individual bands varies strongly with altitude. For the Herzberg
continuum the smallest values of the absorption cross section result, therefore the Herzberg
continuum dominates absorption by molecular oxygen up to 60 km because shorter wave-
lengths have already been removed at higher altitudes. The Schumann-Runge bands
dominate the absorption in the mesosphere from about 65 km to 90 km. The Schumann-
Runge continuum becomes more important than the Schumann-Runge band absorption
at about 90 km and above, therefore the Schumann-Runge continuum prevails only in the
thermosphere, where very energetic ultraviolet radiation is present.

2.5.1 The Molecular Oxygen Schumann-Runge Absorption System

The Schumann-Runge bands of molecular oxygen are of central importance to the pho-
tochemistry of the terrestrial atmosphere. Photodissociation of molecular oxygen in the
Schumann-Runge bands is a fundamental driver of ozone formation in the middle atmo-
sphere, while Schumann-Runge band opacity controls the atmospheric penetration of solar
vacuum ultraviolet radiation. The Schumann-Runge system is characterised by a banded
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Figure 2.8. UV absorption spectrum as a function of photon wavelength for molecular oxygen
(adapted from [Brasseur and Solomon (1984)]).

structure from 174 nm to 204 nm and a continuum from 137 nm to 183 nm. As described
in Section 2.2.1, absorption of ultraviolet radiation produces (1) transitions from one vi-
brational energy level of the ground electronic state to the first vibrational energy state
of the first electronically excited state, (2) absorption induces photodissociation to two
ground-state atoms, and (3) dissociation produces one excited state and one ground state
atom. For molecules with identical nuclei, like molecular oxygen, photon absorption does
not produce transitions from one vibrational energy level do another energy level in the
same electronic state.
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Figure 2.9. Simplified potential energy diagram for molecular oxygen (adapted from
[D.G. Andrews (1987)]).

These relationships between the energy levels are illustrated in Fig. 2.9, which shows
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the potential energy diagram of molecular oxygen. The potential energy for the electronic
energy levels of molecular oxygen are shown, including their term symbols. Also omitted in
this plot are the vibrational and rotational levels. The term symbol specifies the electronic
configuration and indicates the ordinal number of the level in a series of terms having the
same multiplicity (series X, A, B,..., or series X, a, b,...). Further the multiplicity indicates
by the superscript number, which is determined by the net electronic spin with integer
quantum number S, corresponding to the number (2S5 + 1) of sub states distinguished by
different spin orientations. The Greek letter in the term symbol corresponds to the net
orbital angular quantum number in the sequence X, I1, A..., analogous to atomic orbital
angular momentum quantum number symbols (S, P, D,..). The subscripts that follow
indicate terms whose wave functions are symmetric or antisymmetric on reflection (+,-),
the superscripts indicate even parity (g) or odd parity (u).

These term symbols contain further information about allowed and forbidden transi-
tions. The allowed transitions can occur, if there is a change of the dipole moment between
the two participating terms. These electronic dipole transitions have relatively large cross
sections. For absorption (or emission) of radiation other types of change in the electronic
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Figure 2.10. Spectral distribution of the absorption spectrum of molecular oxygen in the
Schumann-Runge band (adapted from [D.G. Andrews (1987)]).
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configuration of the molecule can obey. This can be, for example, electronic quadrupole
or magnetic dipole changes. Such transitions have typically smaller cross sections than
electronic dipole transitions by six orders of magnitude or more and, furthermore, such
transitions are included in the category of forbidden transitions. Due to selection rules,
derived from quantum mechanical theory of the terms, results a distinction between al-
lowed and forbidden transitions. For example, spin change in a transition is forbidden or
changes other than £ or 0 in the total angular momentum quantum number are forbid-
den (cf., e.g., [Mitter (1993)]). For the Schumann-Runge bands, the allowed transition
X3Z; — B3Y, is responsible for the strong bands between 175 nm and 204 nm. The
Schumann-Runge continuum extends to shorter wavelengths and corresponds to the dis-
sociation Oy — O(*P) + O(! D), in which one oxygen atom emerges in the excited ' D
state. However, molecules in the upper term Of the Schumann-Runge bands, the B3Y;
state, can undergo a spontaneous transition to the 3II, state.

This state is unstable due to the missing potential energy minimum, therefore results
a rapid dissociation into two oxygen atoms in the 3P ground state. This transition is a
predissociation, a result of this process is, that the lifetime of molecular oxygen in the
B3Y.7 state is exceptionally short. Figure 2.10 shows the detailed spectral distribution
of the absorption cross section of molecular oxygen in the Schumann-Runge bands. The
rotational line structure of the vibrational bands is illustrated, including the vibrational
levels which are involved in the transition. For example, (1-0) corresponds to rotational
lines in the transition between the first excited vibrational level of the B state and the
ground vibration level of the X state. The Schumann-Runge band system shows a regular
appearance at longer wavelengths, because there exists a regularity of the spacing of
vibrational and rotational energy level. At shorter wavelengths, the number of lines from
incommensurably overlapping bands become so great, that the spectrum has a disordered,
almost random appearance. The absorption cross section varies by about four orders of
magnitude between 175 nm and 204 nm. The Schumann-Runge bands can be considered
to begin at the (1,0) band, which is a weak absorption feature at 204 nm. The absorption
cross section in the region down to the onset of the continuum at about 175 nm are
dominated by the higher vibrational states of the band system [Murtagh (1988)].

2.5.2 Temperature Dependence of the Molecular Oxygen Schumann-Runge
Absorption System

The complex Schumann-Runge spectrum of molecular oxygen results in the absorption
of solar ultraviolet radiation over a wide range of altitudes. Thus, proper description of
this process requires knowledge of absolute photoabsorption cross sections over a range
of wavelengths and temperatures. The Schumann-Runge band region is of central impor-
tance of the absorption of solar radiation by oxygen. Absorption by molecular oxygen in
the Schumann-Runge bands occurs predominantly in the mesosphere and upper strato-
sphere. The Schumann-Runge absorption system shows a relatively strong temperature
dependence. The temperature dependence results from changes both in the Boltzmann
population distribution and in the Doppler line widths (see Section 2.2.1), but the Boltz-
mann effect is much more dominant. However, the band strength for absorption is propor-
tional to the ratio of the number density of molecules in the lower state of the transition to
the total number density of molecules of the absorbing gas. This ratio is called the Boltz-
mann population distribution and is directly proportional to the factor hv/kT, therefore
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it depends directly on the temperature of the absorbing gas. Because these factor is large
for vibrational transitions, the relative strengths of bands with different lower state vibra-
tional quantum numbers are extremely sensitive to temperature. Also the differences in
energy between rotational levels are much smaller, therefore the temperature sensitivity
of the ratios of line strengths within the band is much less, so the overall envelope of the
rotational lines within a single vibrational band is controlled by temperature.

Because of the structured nature of these absorption bands, wavelengths near band
minima penetrate deeper into the atmosphere than wavelengths near band maxima. Fur-
ther, the single bands show a inhomogeneous temperature dependency regarding to the
wavelength dependent absorption cross sections. Near the band minima, the temperature
dependence is much more intensive than near the band maxima, where the temperature
dependence is almost not noticeable. This situation is shown in Fig. 2.11, which illustrates
the strong temperature dependence of the absorption cross sections of molecular oxygen
between 185 nm and 204 nm. However, the molecular oxygen absorption cross section in
the Schumann-Runge absorption system decreases with decreasing temperature. In order
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Figure 2.11. Temperature dependent molecular oxygen absorption cross section in the Schumann-
Runge absorption system between 185 nm and 204 nm as a function of wavelength. The dark,
blue, and red lines corresponds to temperatures of 180, 240, and 300 Kelvin respectively (data
taken from http://cfa-www.harvard.edu/amdata/ampdata/cfamols.html#t002).

to study atmospheric photochemical processes, it is necessary to have access to high reso-
lution photoabsorption cross sections [Nicolet et al. (1988b)]. As it is impossible to obtain
experimental cross sections for the full range of relevant atmospheric conditions, a adequate
form of Schumann-Runge band modeling is required. This has involved the development
of line by line models. The high resolution, temperature dependent molecular oxygen cross
sections used in this thesis are calculated from the polynomial model of K. Minschwaner
[Minschwaner et al. (1992)] including the Herzberg continuum cross section in the range
49000.5 cm ! to 52000 cm ! (calculated with coefficients after [Yoshino et al. (1988)]).

The non-homogenous temperature dependence in the Schumann-Runge bands as well
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as the width of the particular bands are important factors for the selection of the ul-
traviolet spectrometers bandwidth. With oversized spectrometer bandwidths, a proper
determination of the molecular oxygen atmospheric density (as well the atmospheric tem-
perature which can be determined from the oxygen density) is not possible. Earlier studies
showed that a spectrometer bandwidth < 2 nm is required to obtain data with sufficient
accuracy.

A detailed study about the Schumann-Runge absorption system is give
by, e.g., [D.G. Andrews (1987), Yoshino et al. (1992), Nicolet and Peetermans (1980),
Brasseur and Solomon (1984)].

2.5.3 The Molecular Oxygen Herzberg Absorption System

Because of the large number density of oxygen compared to ozone, the molecular oxygen
Herzberg absorption system is important in atmospheric absorption, even though the
cross section is small relative to the ozone cross section in the Hartley band region. The
molecular oxygen Herzberg system comprises the wavelength region between 185 nm and
242 nm (cf. Fig. 2.8), the Herzberg continuum, where discrete bands make a negligible
contribution, and between 242 nm and 260 nm, the Herzberg bands (the Herzberg bands
are not shown in Fig. 2.8). At wavelengths less than 242 nm, the cross-sections increase
monotonically, all the way to 200 nm. The latter region produces very weak absorption
bands and at 242 nm dissociation to two ground-state oxygen atoms (O3P) results. At
these wavelengths, the bands terminate in a weak continuum, which extends to still shorter
wavelengths, the Herzberg continuum. The Herzberg bands are important in regions of the
atmosphere where the ozone absorption can be relatively weak, such as near the surface
(cf., e.g., [Trakhovsky et al. (1989a), Trakhovsky et al. (1989b)]).

The Herzberg continuum is the region of near-threshold dissociation of molecular oxy-
gen to give O(*P)+O(®P). The electronic configuration of the oxygen atoms leads to a
considerable number of electronic states of the Oy molecule, and a ground state X 329_
that is unusual in that it has two unpaired electrons. In the Herzberg continuum, ab-
sorption occurs from the ground state X state to the excited A3¥:F, AA,, and '3
states. These states are called the Herzberg I, II, and III transitions, respectively. The
excitation of molecular oxygen in the Herzberg continuum is a complicated process, since
many electronically excited states and spin-orbit and orbit-rotation couplings amongst
them are involved. The Herzberg transitions are electric dipole or spin forbidden, and
the absorption cross sections are weak. Absorption cross section within continuum is less
than cross section for allowed transitions by a factor of 106-107. The outcome of these is
that ozone becomes the dominant attenuator of incoming solar radiation in the 210-300
nm wavelength region. The temperature dependence of the Herzberg continuum cross sec-
tion of molecular oxygen is negligible over the range of temperature found in the Earth’s
atmosphere [Cheung et al. (1986)].

The Herzberg continuum dominates absorption by molecular oxygen up to about 60
km (see Section 2.2.2), due to the smallest values of the absorption cross section of molec-
ular oxygen, therefore shorter wavelengths have been already removed at higher altitude.
However, the Herzberg continuum leads to not less than 60% of the molecular oxygen
photodissociation at the stratopause level for an overhead Sun to about 90% in the lower
stratosphere [Nicolet et al. (1988a)].

The molecular oxygen absorption cross sections in the Herzberg continuum used
in this thesis are taken from [Cheung et al. (1986)]. More information of the molecu-
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lar oxygen Herzberg absorption system can be found in [Brasseur and Solomon (1984),
Yoshino et al. (1988), Hall and Anderson (1991)].

2.5.4 The Ozone Hartley Absorption Band

Stratospheric and mesospheric ozone shields the Earth’s atmosphere from solar ultraviolet
radiation. The UV absorption by ozone primary occurs in the continuous Hartley band,
which is located from 200 nm to 310 nm. The absorption reaches a maximum in the 250
nm region and decreases with shorter wavelengths. For wavelengths less than 200 nm,
the ozone absorption of solar ultraviolet radiation is usually unimportant compared to
the dominant molecular oxygen absorption. In this wavelength region, the absorption by
ozone is related to the existence of large bands superimposed on a continuum, but this
spectral region is unimportant in the photochemistry of the middle atmosphere because
these wavelengths are absorbed by molecular oxygen at higher altitudes. Stratospheric
ozone prevents all solar radiation at wavelengths less than about 280 nm reaching the
surface of the Earth. The near UV absorption spectrum of ozone in the Hartley band is
shown in Fig. 2.12.
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Figure 2.12. UV absorption cross section of ozone as a function of wavelength at 298 K in units
of cm? (adapted from [Molina and Molina (1986)]).

Primarily the ozone absorption begins near 360 nm, in the spectrum a group of diffuse
bands results called the Huggins bands. These absorption cross sections are temperature
dependent and the bands are superimposed on weak continuous absorption. In the Huggins
bands, the absorption dissociates ozone into molecular oxygen and atomic oxygen, both
products in their ground states. For wavelengths less than 310 nm the Hartley band
region begins. In the Hartley band it becomes possible to produce an oxygen atom in the
electronically excited state 'D, and the associated molecular oxygen in the first singlet
state alAg, thereby results the allowed transition

O3(X' A1) + hv — Oz(a'Ay) + O('Dy) .

However, there is no significant temperature dependence of the cross sections in the
Hartley band over the range of temperatures found in the Earth’s atmosphere (expect near
the longwave end). The very important fact of these electronically excited state of the
oxygen atom is for the atmosphere that it has sufficient energy to undergo an exothermic
reaction with ground state molecular oxygen leading to the regeneration of ozone.
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The absorption ozone cross section data used in this thesis are adapted from
[Molina and Molina (1986)]. More information about the ozone Hartley absorption sys-
tem can be found in, e.g., [Huffmann (1992), Molina and Molina (1986)].
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3 Atmospheric Remote Sensing

The field of atmospheric sciences, which includes chemistry, physics, and meteorology, is
dependent on observations. It is not possible to reproduce in a laboratory all the chemical
reactions and motions of air that occur in the real atmosphere. This means, that numerous
observations must be made on many different time and size scales. The time or temporal
scales can range from a few minutes to many decades. The size or spatial scales can
range from under one kilometer to thousands of kilometers, indeed, to the entire world
(e.g., satellite measurements). Therefore, observing the atmosphere requires a diverse set
of measurement tools. These tools take the form of different sorts of instrumentation.
Where to operate the instrument depends what component of the atmosphere has to be
observed. Measurements can be made from space, balloons, aircraft and the ground.

The knowledge on the distribution of atmospheric parameters like temperature, pres-
sure, and such important trace gases as ozone was limited decades ago to data from the
worldwide radiosonde network, extending no higher than about 30 km, from a limited
number of rocket profiles, and from some balloon and aircraft measurements obtained in
connection with special experiments. None of them provided truly global coverage. This
situation changed radically in the late 1960s with the advent of satellites carrying sensors
capable of sounding the middle atmosphere (cf. [Elachi (1987), Huffmann (1992)]).

Measurements form the base of the analysis and the understanding of the atmospheric
composition and structure. Observables of concentrations or atmospheric constituents can
be made in situ or remotely. Measurements provide the information for testing models
and validating theoretical concepts. The two types of measurements involve different tech-
niques. In situ measurements are made at the exact instrument position (on the portion
of the atmosphere that is located at the instrument). Typically parameters measured
with in situ instruments are meteorological data, such as temperature and wind, but also
the concentration of atmospheric constituents, such as ozone and several trace gases. Re-
mote sensing refers to instrument-based techniques used in the observation of spatially
distributed information about an object, doing this by applying recording devices not in
physical, intimate contact with the medium (thus at a finite distance from the observed
target, in which the spatial arrangement is preserved). A general examination of the
remote sensing technique can be found in [Huffmann (1992), Rees (2001)].

3.1 History of Remote Sensing - an Overview

The measurement of atmospheric parameters from a distance is generally called remote
sensing. This defines the study of the Earth’s atmosphere from above, by the use of in-
struments on artificial satellites. Thereby the instrument making the measurement is far
from the point at which the measurement is being made. The remote sounding technique

o7



involves the detection and measurement of electromagnetic energy after it has been mod-
ified by the part of the atmosphere of interest. The fact, that the flux intensity arriving
at the instrument is generally a function of many unknowns, makes the interpretation
of such measurements difficult. Before it reaches the detector, the radiation may have
been scattered, reflected, absorbed, and remitted several times, each time in a way that is
characteristic of the composition, temperature, and pressure of the atmospheric gas.

The technology of remote sensing started with the first photographs in the early nine-
teenth century. Remote sensing above the atmosphere originated at the dawn of the space
age (both Russian and American programs). The power and capability of launch vehicles
was a big factor in determining what remote sensors could be placed as part (or all) of
the payload. Smaller sounding rockets were developed by the military in the mid of the
last century. These rockets, while not attaining orbit, contained automated still or movie
cameras that took pictures as the vehicle ascended. The first non-photo sensors were
television cameras mounted on unmanned spacecraft and were devoted mainly to looking
at clouds. The first U.S. meteorological satellite launched into orbit on 1960 used vidicon
cameras to scan wide areas at a time to generate weather maps. During the ’60s, the
first sophisticated imaging sensors were incorporated in orbiting satellites. At first, these
sensors were basic TV cameras that imaged crude, low resolution black and white pictures
of clouds and Earth’s surface, where clear. A significant advance in sensor technology
stemmed from subdividing spectral ranges of radiation into bands (intervals of continuous
wavelengths), allowing sensors in several bands to form multispectral images. In the early
1970s, the first unmanned satellites specifically dedicated to multispectral remote sensing
were developed to monitor the Earth’s surface.

The development of non-photographic remote sensing technology progressed rapidly
after the first mapping satellite, LANDSAT1, was put in orbit in 1972. The development of
artificial satellites in the latter half of the 20th century allowed remote sensing to progress
to a global scale. Instrumentation aboard various Earth observing and weather satellites
such as LANDSAT, the Nimbus and more recent missions such as ENVISAT or CHAMP
provided global measurements of various data for civil, scientific, and military purposes.

There are many types of satellites used for remote sensing of the Earth. The three
major types are atmospherical, oceanographic, and terrestrial satellites. Atmospherical
satellites are used to obtain information about the Earth’s atmosphere, oceanographic
once to obtain data about the Earth’s oceans and other water bodies. Terrestrial satellites
provide data about the Earth’s land surface. The range of the electromagnetic spectrum
allows researchers to see the Earth from a different perspective.

3.2 Observational Data

Measurements form the base of the understanding of the effectiveness of the complex
climate system or how atmospheric processes proceed. Data provide the information for
testing models and validating theoretical concepts. Using observations together with the
balance equations makes it possible to investigate the mechanism by which the various
processes occur in the atmosphere. Also the magnitude of some of the external constrains
of forcings can be deduced from atmospheric data. The main sets of observations of the
atmosphere can be grouped into in situ surface and upper air data, and remote sensing
data.
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In situ measurements involve direct sampling of the atmosphere. A sample of the atmo-
sphere is brought into the instrument and is analysed for its properties. This can involve
the use of mass or optical spectroscopy, chemical assays, or observation of how intense light
interacts with the molecules inside the sample. These techniques can be employed either
from ground, aircraft, or balloon platforms. A global network of ground-based stations
provides local meteorological parameters, such as pressure, temperature, specific humidity,
or cloud cover. Actually more than 7000 stations furnishes weather data. The stations
are mainly located in western Europe, the United States, and some parts of Asia. To
obtain a vertical distribution of, e.g., temperature or specific humidity, radiosondes can be
used. These are balloon-borne instruments that measures the meteorological quantities
at various altitudes, transmitting data back to Earth via radio signals. Balloon-borne
instruments have also been used for measuring the ozone concentration (ozonesondes) or
stratospheric aerosol profiles of number density and size distribution. Since the second
world war, the number of reporting stations grow up from a few hundred to about 1000
stations, mainly distributed over North America, Europe, and Asia, which provides daily
data. The data coverage over the inhabited regions of the continents is sufficient for the
purpose of long-term-scale climate research. On the other side, extensive regions without
data are found over the oceans or the Antarctica. In this regions only a few radiosonde
measurements are taken regularly. Each radiosonde ascent measures the temperature,
pressure, and humidity with high vertical resolution from the ground to about 20 km to
30 km altitude. Therefore, the entire troposphere and lower stratosphere can be covered
by in situ measurements. Balloons are seldom used above 40 km, because the low air den-
sity limits the payloads even for large balloons. For sampling the atmosphere above this
layer rockets are in use, measurements are taken by the instruments when they descent
trough the atmosphere with a parachute.

An advantage of in situ measurements is the high resolution of the data, also samples
can always be taken at the same spatial region. This makes long-term trend studies
easily possible. Such measurements are often considerably cheaper and easier to realise
than remote sensing measurements. However, the scientific output of the experiment is
relatively limited, and in situ measurements are very localised. Some regions of special
scientific interest are not covered very well. Anyway such measurements are essential for
the validation of remote sensing data. Data assimilation systems still use temperature
data extracted from radiosonde experiments.

The second method to collect atmospheric data, the so called remote sensing technique,
is differentiated to in situ measurements.

Remote sensing is characterised by the fact, that measurements of information of an
object are done by a recording device that is not in physical or intimate contact with the
object. Remote sensing applications can be found in ground-based, in balloons, aircraft,
and spacecraft systems. Table 3.1 shows some important methods of measuring various
compounds by in situ and by remote sensing measurements.

Satellite sensors are a powerful tool for atmospheric research and satellite remote sens-
ing became the most advanced technique in Earth observation. Actually remote sensing
measurements by satellites are the main input into weather and climate models. The rele-
vance of data provided by satellite based measurements in climate research has expanded
greatly since the early 1960s when cloud pictures were the only useful data product.
Measurements of the net incoming and outgoing radiation flux on top of the Earth’s at-
mosphere were one of the first reliable measurements of these fundamental driving force of
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Compound ‘ In Situ Methods ‘ Remote Sensing Methods

H>O Frost point hygrometer, | IR and microwave spectroscopy,
Lyman-a absorption Raman lidar, filter spectroscopy

O3 UV absorption UV, IR, and microwave
chemiluminescence spectroscopy, LIDAR

(O] mass spectroscopy UV and IR spectroscopy

NO chemiluminescence IR spectroscopy

NOy photolysis, IR and visible spectroscopy
chemiluminescence

HCFC, HFC | tunable diode laser IR spectroscopy

NO, chemiluminescence UV spectroscopy

Cl, CIO resonance fluorescence microwave spectroscopy

Table 3.1. In situ and remote sensing methods for measuring important atmospheric species (cf.
[Brasseur and Solomon (1984)]).

the climate system. Satellite measurements are providing useful information from different
spectral bands like the ultraviolet, visible, and infrared bands. But also information from
other spectral bands can be used for atmospheric studies. For example, the microwave
band is used for investigations about precipitable water and liquid water content of the
atmosphere. Another example is the determination of the nature and concentration of
aerosols in the atmosphere using backscattered ultraviolet radiation. The remote sensing
method provides an excellent global coverage with cycles of two or three days for sam-
pling the same region. However, the measured data are always scattered over hundred of
kilometers in the horizontal and over several kilometers in the vertical. Remote sensing
methods needs numerical inversion systems, where indirect measurements of parameters
of interest are to be retrieved.

3.3 Basics of Atmospheric Remote Sensing

Remote sensing is differentiated from in situ measurements by the fact that the location
of the measurements is different from that of the instrument. Atmospheric remote sensing
requires that information be propagated by electromagnetic radiation from the atmosphere
to the instrument. The radiation is characterised by a specific wavelength, which interact
with some physical aspect of the medium. The instrument measures the radiation, from
this measurement characteristics of the atmosphere can be deduced. This process is known
as retrieval and requires the use of fundamental light scattering and radiative transfer
theories. The information may be contained in the intensity, spectral distribution, or
polarisation of the received signal.

There are two basic types of remote sensing, called active and passive remote sensing.
Active remote sensing involves interacting with the radiation in the atmosphere that has
already been changed by the presence of the parameter in question and measuring the
response. Active systems employs a radiation source generated by artificial, the emitted
signal corresponds to a specific wavelength and is sent to the atmosphere. A part of the
emitted radiation is scattered back to the detector. That signal can be analysed and the
atmospheric composition or rather the structure with which the signal has been modified
by absorption or scattering can be retrieved. Radar is one example of active remote
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sensing. Passive remote sensing utilises naturally occurring radiation, which is mostly
radiation coming from the Sun (e.g., UV, IR, and visible) or the Earth-atmosphere system
(e.g., thermal radiation or microwave). Stellar and lunar signals can also be measured but
whose disadvantage are relatively small signal intensities.

A multiplicity of techniques have been used to scan the Earth’s atmosphere from space.
Instruments are viewing along limb (horizontal) ray paths, nadir (downward), or a hybrid
combination of viewing geometry, for both occultation and emission experiments. The
two basic types of remote sensing (active and passive sounding) can be further divided
into following fundamental categories: absorption, emission, refraction, and scattering
experiments. In a absorption experiment, radiation after propagating the atmosphere
along the line of sight is measured. The radiation source is usually the Sun, but the Moon,
stars, and several man made transmitters in the radio or radar wavelength region are also
be used. Solar occultation is used by, e.g., the Atmospheric Trace Molecular Spectroscopy
Experiment (ATMOS) [Farmer (1987)]. It measures the solar radiation after it passes
through the atmosphere at sunrise or sunset and provides stratospheric measurements
of many chemical species like Ny or CO4. Another satellite experiment concerned with
stratospheric chemistry is the Stratospheric Aerosol and Gas Experiment (SAGE) (cf.,
e.g., [Chu et al. (1989), McCormick et al. (1989), Fussen et al. (1998), Fussen (1998)]).
The SAGE instrument measures sunlight through the limb of the Earth’s atmosphere
in seven spectral wavelengths (from 0.385-1.02 pm). The measured sunlight, which was
scattered and absorbed by trace gases and aerosols, is converted into vertical profiles of
ozone, water vapor, nitrogen dioxide, and aerosol concentrations. Another example for
absorptive remote sensing is the Solar Monitoring and Atmospheric Sounder (SMAS), the
far most treated and in detail discussed occultation instrument in this thesis. The SMAS
sensor concept exploits (cf. Section 4.1) solar occultation data to retrieve profiles of
ozone and temperature (cf., e.g., [Rehrl (2000), Rehrl and Kirchengast (2004)]). Another
important instrument is the Global Ozone Monitoring by Occultation of Stars (GOMOS)
instrument. GOMOS uses stellar occultation data to retrieve atmospheric constituent
profiles like ozone (cf., e.g., [Retscher (2004)]).

In an emission experiment, the radiation emitted by the atmosphere is observed and
the sensor measures the spectral characteristics and intensity of the emitted radiation. An
example instrument is the Infrared Atmospheric Sounding Interferometer (IASI). IASI is a
spaceborne instrument intended to measure the humidity distribution of the atmosphere.
This is done by spectrometry at infrared wavelengths from 3.6 ym to 15.5 pm. It will
obtain improved atmospheric profiles of temperature and humidity in the troposphere and
lower stratosphere and provide additional information on a range of other geophysical
parameters, including atmospheric ozone and some trace gases (cf., e.g., [Weisz (2001),
Schwdrz (2004)]).

Refractive occultation experiments are characterised by the path delay of the signal
due to a refractive atmosphere (cf. [Tarayre and Massonnet (1996)]). The path delay
depends on the refractive index profile of the atmosphere and on the angle of incidence
of the ray. This refractive index profile depends essentially on altitude but it depends, to
a lesser extent, on the climatic and meteorological conditions of the atmosphere. Refrac-
tive occultation monitoring makes use of occulting navigation signals of the GPS (Global
Positioning System) constellation they pass through the atmosphere and are intercepted
by a GPS receiver on a Low-Earth-Orbit satellite. The highly accurate measurements
permit the derivation of vertical profiles of the temperature, pressure, and humidity in the
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middle atmosphere, as well as profiles of electron content in the ionosphere. An exam-
ple of the radio occultation technique is the Challenging Minisatellite Payload (CHAMP)
mission, managed by GFZ Potsdam ([ Wickert et al. (2005b)]). Another powerful concept
of the refractive occultation technique is the Gravity Recovery and Climate Experiment
(GRACE), providing tropospheric and stratospheric data of temperature, pressure, and
humidity (cf., e.g., [Beyerle et al. (2005), Wickert et al. (2005a)]).

In a scattering experiment, solar radiation scattered within the Earth-atmosphere sys-
tem is observed. The signal backscattered from the Earth’s surface, or from particles (cf.
aerosols) in the medium between the Earth’s surface and the instrument is measured. An
example is the Total Ozone Mapping Spectrometer (TOMS) concept. TOMS senses the
total stratospheric ozone column, utilising the strong absorption by ozone in the ultra-
violet region. The atmosphere scatters the UV radiation from the Sun strongly. The
combination of scattering and absorption allows the determination of the ozone amount
from the spectrum of the radiation returned to space (http://toms.gsfc.nasa.gov). The
source of radiation is usually the Sun, but experiments with scattering instruments can
also be done with man made signals by active systems.

3.4 Solar Occultation

Occultation methods have been used for many years to provide accurate measurements of
species concentrations of planetary and terrestrial atmospheres. The technique is ideal for
monitoring trends of species of global change. Absorptive occultation instruments measure
solar, lunar, and even stellar radiation directly though the limb of the atmosphere during
satellite Sun, Moon, and star rise and set events. By measuring the amount of absorption of
radiation through the atmosphere at different wavelengths (e.g., UV, visible, or infrared),
occultation instruments can infer the vertical profiles of a number of trace constituents.

The solar occultation technique is a very simple method to measure vertical profiles
of atmospheric constituents using the Sun as light source. An occultation occurs when
one body blocks the view of another, while an eclipse occurs when a body disappears
because the light from the sun has been prevented from reaching it by a second body.
The Sun is observed as it tracks through the atmosphere, and concentrations of gases in
the atmosphere are inferred from the degree of absorption in selected spectral channels.
As the spacecraft orbits the Earth, the receiver instrument points toward the Sun and
measures its intensity. Before each sunset starts, the line of sight between the spacecraft
and the Sun is unobstructed by the atmosphere so that the Sun’s intensity as measured
by the receiver instrument is unattenuated. When the satellite starts to dip below the
horizon so that the line of sight passes through a portion of the atmosphere, the Sun’s
intensity will be attenuated due to aerosols and gases in the atmosphere that scatter and
absorb sunlight.

During sunrise events, when the satellite moves from the dark towards the sunlit side
of Earth, the Sun is first viewed through the atmosphere, and then along an unobstructed
path when the satellite rises above the horizon. Thus, the measurement sequence during
sunrise is just the reverse of that during sunset. This is carried out at a series of tangent
heights, increasing in altitude during a sunrise or decreasing in altitude during a sunset.
From each of the atmospheric measurements a slant column can be calculated which
can contain contributions from multiple atmospheric layers. The slant columns contain
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sufficient information that when combined and inverted, one can obtain a profile of the
atmosphere.

3.4.1 Advantages and Disadvantages of the Solar Occultation Method

The theoretical study of Hays and Roble (cf. [Hays and Roble (1968a),
Roble and Hays (1972)]) demonstrated that the absorptive occultation method is a
very useful concept for remotely sensing the atmosphere. To separate the various
atmospheric species, measurements at specific wavelength bands at high spectral res-
olution are needed. The principle of solar occultations is similar to those of classical
absorption spectroscopy. Absorption spectroscopy is an important technique for deter-
mining the composition and number density of constituents in the middle atmosphere
[Hinteregger (1962)]. The intensity data measured during occultation are then used
to obtain information about the absorbing species in the atmosphere. The absorption
spectrum of a mixture of gases is fully diagnostic of the composition, although some gases
are much more difficult to detect than others. In an occultation event, many spectra
are obtained as a function of the height at which the atmosphere is traversed, and the
vertical distributions of individual gases can be obtained. The intensity of the Sun, in
certain atmospheric absorption bands, is monitored by a satellite tracking the Sun during
Earth’s atmosphere crossing. One advantage of the solar occultation technique is the
improved vertical resolution. The ratio of the atmospherically attenuated radiation to
the unattenuated radiation measured outside the atmosphere provides the atmospheric
transmission at specified wavelengths as a function of height. Thereby profiles of various
trace gases in the atmosphere can be retrieved. The vertical resolution of measurements
from a absorptive occultation instruments is typically about one to two km.

Another advantage is the so called self-calibration of these systems (this applies to all
absorptive occultation methods). Absorptive occultation is generally based upon relative
measurements. The same instrument is used to measure the attenuated and unattenuated
radiation. Therefore long-term instrument changes disappear for the ratio of these two
measurements which is ideal to study atmospheric trends. Recapitulating, the main ad-
vantages of solar occultation measurement technique are self-calibration and good vertical
resolution.

The main disadvantage of the solar occultation method is the weak global coverage.
Low Earth orbiting satellites makes approximately 14 circulation in one day, therefore
theoretically 28 occultations results (14 sunrises and 14 sunsets) [Rees (2001)]. Lunar
occultation show the same number of possible occultations. With the stellar occultation
technique a good daily global coverage of measurements can be obtained, because there
are possible target stars in all directions when the satellite is in polar orbit.

Compared to stellar occultations, solar occultations yields to a higher signal to noise
ratio due to higher signal intensity of the Sun. This allows very accurate retrieval results
and provides high sensitivity (precision) measurements because it uses the bright Sun as
a light source. The disadvantage of stellar occultations is the low intensity of the targets
which is the most limiting factor for stellar occultations. The stellar fluxes compared to the
constant solar flux are relatively weak. The signal collecting telescope for stellar methods
has to be large in order to gain the signal. Solar occultations are generally immune to
the effects of atmospheric emissions. But in the lower atmosphere with higher refractive
impact, stellar occultations have the advantage that the refractive effects can be treated
more easily for stars as a point source than for the Sun which is an extended source. The
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rays of the stellar radiation hitting the detector are parallel, the stars are practically at
infinite distance.

The occultation technique works best for a point source, then the vertical resolution at
the tangent point is very sharp [Hays and Roble (1968a)]. A point source affords maximum
resolution. For the Sun as a finite source, the light rays emitted from the lower and upper
limb can have tangent ray heights separated by about 25-30 km when observed from
satellite altitude. This complicates the problem, the inversion of full solar disk occultation
data represents special problems. This results because the apparent size of the Sun, as
seen by the detector, is generally large compared to the local atmospheric scale height
[Atreya et al. (1984)]. So a single measurement therefore consists of light received from
widely separated ray paths and will collectively sample a region of the atmosphere. In
general, the solar occultation requires an integration over the finite source to generate the
transmission profile [Hays and Roble (1973)]. For a proper designed instrument like the
SMAS sensor, a minimisation of the problem of the extended size of the source can be
solved by viewing only a small fraction of the solar disc (e.g., for the SMAS sensor results
a width of < 2 km).

One advantage of the Sun as a light source is its brightness, therefore no lack of
photons for detection results. Also the spectrum is complete down to the very shortest
wavelengths. Therefore the dissociation continuum absorption by various constituents can
be used. The variation of intensity across the solar disk is quite variable, there are a
few areas that are many times brighter than the rest of the disc. When the data from
this kind of source are analysed and modeled assuming a uniform Sun, an underestimated
atmospheric temperature can result if there is only one primary hot spot with the rest
of the Sun being very dim. For wavelengths above about ~50 nm, the Sun has a very
granular structure with a highly random distribution of these hot spots. In this case,
when it is applicable for the SMAS concept the errors made in assuming a uniform Sun
are negligible [Smith and Hunten (1990)], especially also since the fraction of the solar
disk viewed focus the disk center.

3.4.2 Techniques for Solar Occultation

Over the past 20 or more years, solar occultation satellite instruments have played an
important role in Earth observation by providing accurate and stable measurements of
aerosols, ozone, and other trace constituents in the middle atmosphere and upper tro-
posphere. The possibility of using the Sun or stars as light source for extinction exper-
iments was shown in 1968 by Hays and Roble [Hays and Roble (1968b)]. The instru-
ment concept for solar occultation experiments originated as a hand-held, single wave-
length sunphotometer (Stratospheric Aerosol Measurement or SAM) which has flown
onboard an Apollo mission in 1975 [Pepin and McCormick (1976)]. Solar occultation
satellite missions providing important contributions to Earth observation like the Strato-
spheric Aerosol Measurement (SAM) II from 1978-1993 [McCormick et al. (1981)], or
the Stratospheric Aerosols and Gas Experiment (SAGE) series (cf., e.g., the pioneer-
ing work about the solar occultation technique for stratospheric investigations reported
by [McCormick et al. (1979), McCormick (1987), Wang et al. (1992)]). Another exam-
ple for solar occultation is the SCTAMACHY experiment onboard the ENVISAT satel-
lite (launched in 2002), using an imaging spectrometer whose primary mission objective
are global measurements of trace gases in the troposphere and in the stratosphere (cf.
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http://envisat.esa.int/). The solar radiation transmitted, backscattered and reflected from
the atmosphere is recorded at relatively high resolution. Yet another solar occultation ex-
periment is the Solar Occultation for Ice Experiment (SOFIE) onboard the Aeronomy
of Ice in the Mesosphere (AIM) satellite, scheduled for launch in September 2006 (cf.
http://aim.hamptonu.edu/). The objective of this experiment is to study polar meso-
spheric clouds (PMCs) and the environment in which they form. The SOFIE channels are
designed to measure gaseous signals to dedicate PMC measurements and temperature.

Solar occultation experiments providing densities for a number of species in the
Earth’s atmosphere (cf., e.g., [Atreya (1981), Roscoe et al. (1994)]). Occultation is
the principal method of probing other planets atmospheres. Smith and Hunton
[Smith and Hunten (1990)] demonstrated in a review the use of the absorptive occultation
technique for studies of other planetary atmospheres. The investigation of the atmospheres
of planets like Jupiter, Martian, Saturn, and Uranus was primarily based on remote sensing
techniques.

Extinctive Solar Occultation

Two types of occultation techniques have been used for decades, which is the extinctive
and the refractive measurement. Both techniques can be used to determine the compo-
sition and structure of the atmosphere of the Earth, other planets, and their satellites.
In each case, radiation from the Sun (the source of the radiation could be a star or the
Moon too) interacts with the atmosphere, measurements of the outgoing signals are used
to retrieve atmospheric parameters like temperature or atmospheric constituents density
profiles.

Spacecraft Orbit

Earth Surface % Atmosphere

Figure 3.1. Geometry for solar occultation observations of atmospheric parameters as function
of tangent height 5. On top of the atmosphere the rays coming from the Sun are not bended,
with decreasing height the bending of the rays increases due to the increasing air density. The
impact parameter a defines the perpendicular distance between either of the ray asymptotes and
the center of curvature (adapted from [Retscher (2004)]).

Basically, the extinctive solar occultation technique is similar to the classical technique
of absorption spectroscopy. Figure 3.1 shows the principle occultation geometry for solar
occultation. The Sun utilises as signal source and a spectrometer is used as detector. The
atmosphere along the line of sight acts as absorbing medium between emitter and detector.
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Extinctive occultations occur when atmospheric constituents absorb or scatter incoming
solar radiation. Because extinction cross sections are generally wavelength dependent,
spectral measurements obtained as the Sun sets deeper into the atmosphere are diagnostic
of the atmospheric composition. Constituent profiles can be further determined from
the relative transmission. Absorption and scattering can be summarised by the term
extinction. The extinction technique is very useful for the determination of aerosol and
other minor gases in the middle atmosphere. The ratio of the occulted spectrum to the
unocculted spectrum, measured above the atmosphere, is referred to as the atmospheric
transmission. As a result, extinctive occultation measurements are self-calibrating and
ideal for long-term monitoring of climatic trends.

The extinctive solar occultation method in the ultraviolet wavelength region is in gen-
erally limited to high altitudes due to the absorptive characteristics of molecular oxygen
and ozone. Both atmospheric constituents absorb most of the UV radiation already in
high altitudes before the radiation could reach low atmospheric regions. Therefore a low
signal to noise ratio results in the low stratosphere and troposphere. Also ray bending
and atmospheric emissions are limiting factors for the extinctive solar occultation method.
The high atmospheric opacity in selected bands in the visible and near infrared wavelength
region results from the strong absorption behaviour, due to electronic and vibrational pro-
cesses, of water vapor and carbon dioxide. In the UV wavelength region the atmospheric
opacity mainly results due to the ozone layer in the upper atmosphere.

Refractive Solar Occultation

Refractive occultations occur when density gradients in the atmosphere refract the in-
coming radiation, also called bending, causing it to follow curved ray paths through the at-
mosphere. During an occultation event, solar rays are refracted by the Earth’s atmosphere
towards higher densities. Because the refraction angle is directly related to the atmospheric
density profile, measured refraction angles can be used to retrieve atmospheric bulk prop-
erties like temperature, pressure, and density profiles [Ward and Herman (1998)]. This
basic approach was pioneered using Global Positioning Satellite (GPS) data. Refractive
sounding of planetary atmospheres with centimeter wavelength radio signals, termed the
radio occultation method, has been utilised since the 1960’s to study the atmospheres of
Mars, Venus, and the outer planets (cf., e.g., [Kliore et al. (1965), Fjeldbo et al. (1971)]).
In the 1980’s, Russian scientists employed the occultation technique for studying the
Earth’s atmosphere. In general, the temperature determination at high altitudes (the
middle atmosphere) is limited by the accuracy of the refraction measurements.

These two methods of occultation have been used separately in the past; however,
recent analysis of occultation data have shown, that they can be combined to retrieve
atmospheric composition simultaneously with profiles of temperature and pressure.

3.4.3 Orbit and Occultation Geometry for Solar Occultation

Satellites applying remote sensing techniques are used to obtain global coverage of ob-
servations. Satellite experiments using the solar occultation technique have been passive
remote sensing, measuring radiation from the Sun that has traversed various layers of the
atmosphere. The satellite orbit as well as the orientation of the instrument with respect to
the orbital plane denotes the geographic coverage of a satellite remote sensing experiment.
For solar occultation Low Earth Orbit (LEO) satellites are in use. A typical orbital period
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for LEO satellites is around 90-100 min. The orbits take the satellites over, or nearly over,
the geographic poles. The rotation of the Earth means that successive orbits move the
observation point around 24° of longitude. The orbital plane is not fixed in inertial space,
gravitational forces from the nonspherical Earth and from effects from the Sun and Moon
controls the satellite revolution. The planes orbit can be controlled and adjusted so that
the period of precession is one year. Thereby the precession keeps up with the movement
of the Earth in its orbit around the Sun. Thus, the LEO orbit maintains a constant rela-
tion to the Sun. This mode is called Sun-synchronous (or polar orbit) and the observation
point passes a given longitude at the same two local times each day. LEO satellites are
often deployed in satellite constellations, because the coverage area provided by a single
LEO satellite covers a small area, and the satellite travels at a high angular velocity to
maintain its orbit. Many LEO satellites are needed to maintain continuous coverage over
an area.

This contrasts with geostationary (or geosynchronous) satellites, where a single satel-
lite, moving at the same angular velocity as the rotation of the Earth’s surface, provides
permanent coverage over a large area. A geostationary satellite orbits the Earth directly
over the equator, approximately 36,000 km up. At this altitude, one complete trip around
the Earth (relative to the Sun) takes 24 hours. Thus, the satellite remains over the same
spot on the Earth’s surface at all times, and stays fixed in the sky from any point on the
surface from which it can be observed. Satellites in geostationary orbits exhibit a constant
signal and continuous coverage relationship with large area coverage between the satellite
and its ground segment. Weather satellites are usually of this type.

Two viewing modes are commonly in use for atmospheric sounding: observations at
nadir and limb sounding observations. In a nadir atmospheric sounding experiment a
sensor views vertically downwards into the atmosphere towards the Earth’s surface. Nadir
viewing measurements are used to measure radiation from relatively short path length
of emitting gas, against the warm background of the Earth-atmosphere system, as well
as emitting thermal radiation (cf., e.g., the TASI or SCTAMACHY instrument as men-
tioned in Section 3.3). Nadir sounding observations showing a comparatively poor vertical
resolution.

With the second viewing method, the limb sounding, significantly higher resolutions
can be achieved. The solar occultation method is a typical limb sounding method and
for this work the far most important instrument, the SMAS sensor concept, uses these
technique. A remote sensing instrument views a defined beam or limb of the atmosphere
with far longer path lengths along the line of sight (only the limb of the atmosphere is
sensed). The limb view will make a tangent to the Earth’s atmosphere at some point
and this minimal distance to the Earth is called the tangent height. Both, limb and
nadir sounding, use the Schwarzchild’s equation. In the case of the limb sounding, the
weighting functions peak very sharply at the tangent height because the instrument senses
nothing below the tangent height and atmospheric density decreases exponentially above
the tangent height. The background of the limb sounding is the cold and uniform space,
contrary to nadir sounding, where the background is the hot and variable Earth surface.
Limb sounding is more sensitive and allows higher vertical resolution than nadir sounding.
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4 The SMAS Solar UV Occultation
Sensor

The SMAS sensor concept is a part of the so called ACLISCOPE mission (Atmosphere
and Climate Sensor Constellation Performance Explorer), developed in response to a Call
for Earth Explorer Opportunity Missions (ESA SP-1226, The Living Planet Programme,
1998) by [Kirchengast et al. (1998)]. The description in this Chapter largely follows the
[Kirchengast et al. (1998)] proposal. The primary ACLISCOPE mission objective is to
provide fundamental atmospheric and solar data of highest quality for climate change
research, especially on atmospheric change because the evolution of the Earth’s climate
system is increasingly influenced by human activities. This objective comprises climate
analysis, monitoring, modeling, prediction, and process studies, all of which can be derived
by the fundamental data of the mission, produced partially with the SMAS sensor concept.
The experimental payload includes further a so called GRAS sensor (GPS/GLONASS
Receiver for Atmospheric Sounding), which produces the refractive occultation data of
high utility for the troposphere and stratosphere (cf., e.g., [GRAS-SAG (1998)]).

The ACLISCOPE mission furnishes profiles of densities, pressure, and temperature in
the middle atmosphere. This part of the ACLISCOPE mission based on the SMAS sensor
concept employs the solar occultation technique and is primarily aiming at mesospheric
profiles. Furthermore, top of atmosphere (TOA) solar irradiance measurements can be
observed at wavelengths less than 250 nm. Also profiles of refraction angle, refractivity,
density, pressure, and temperature in the troposphere and stratosphere, humidity in tro-
posphere, and refractivity and electron density in the middle and upper atmosphere can be
obtained with the complementary GRAS sensor concept (uses GNSS occultation) together
with the SMAS sensor concept. Both sensor concepts furnish data globally and with high
vertical resolution, accuracy, and long-term stability. The space segment of ACLISCOPE
consists of a constellation of six LEO satellites in two orbits, each satellite carrying a
GRAS and a SMAS sensor. The added SMAS sensor provides direct Sun observations
and uses the solar occultation technique (see Section 3.4.2) for atmospheric profiling from
the upper stratopause upwards.

The major ACLISCOPE mission objectives are (for both SMAS and GRAS sensor
concepts) (1) climate change research comprising analysis, monitoring, modeling, predic-
tion, and process studies, and particularly also research in anthropogenic climate impacts
detection and attribution, (2) atmospheric analysis and modeling and atmospheric process
studies for the entire lower, middle, and upper atmosphere, (3) upper atmosphere research
on both thermosphere and ionosphere including space weather questions, and (4) demon-
stration of these occultation sensor concept as a long-term observing system for climate
monitoring, climate and weather prediction of the entire atmosphere. So the ACLISCOPE
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mission could be of key relevance to the European Space Agency’s (ESA) Earth Explorer
Themes Physical Climate and Atmosphere and Marine Environment: Anthropogenic Im-
pacts.

This thesis only examines the SMAS sensor concept. More information about
the full ACLISCOPE mission is described by [Kirchengast et al. (1998)] and in
[ESA-SP-1196(7) (1996)].  For further details on the GRAS sensor concept see
[GRAS-SAG (1998)]. Good background knowledge descriptions related to the ACLIS-
COPE mission objectives have been given by the ESA reports [ESA-SP-1196(7) (1996),
ESA-SP-1227 (1998)).

4.1 The Sun Monitor and Atmospheric Sounder - SMAS

The SMAS sensor concept furnishes solar occultation measurements, which explore the
Earth’s atmosphere from the stratopause upwards. Further is the SMAS sensor concept
self-calibrating and uses an passive limb sounding technique. This means, that the SMAS
sensor provides self-calibrating transmission data, which allow to accurately derive profiles
of air density, pressure, and temperature as well as the densities of molecular oxygen,
atomic oxygen, and ozone. Secundry density profiles of molecular nitrogen can be derived
(the determination of molecular nitrogen). Furthermore, SMAS intends to continuously
record the variable solar irradiance with high radiometric accuracy at wavelengths less
than 250 nm, in the middle (MUV) and extreme (EUV) ultraviolet wavelengths region.

One very important asset of the SMAS sensor concept is its self-calibration, which
delivers data with long-term stability. This time stability is an important feature for
climate research and monitoring. For absorptive measurements like with the SMAS sensor
concept, the self-calibration results since only normalised intensities are exploited instead
of absolute radiance, therefore measurements from different satellites and times can be
compared without any adjustment.

The SMAS sensor primarily delivers middle atmospheric data, which are data up to the
mesopause, located at about 90 km, and upper atmospheric data, which are beyond the
mesopause level. Furthermore the SMAS sensor delivers solar irradiance data. From the
SMAS middle atmospheric data, profiles versus height for columnar content, air and ozone
density, pressure, and temperature for the mesosphere result. On the other hand, profiles
versus height for columnar contents and densities of molecular oxygen, molecular nitrogen,
and atomic oxygen, as well as of pressure and temperature in the upper atmosphere (the
thermosphere) results from the SMAS upper atmospheric data.

The SMAS sensor is technically based on developments of the Frauenhofer Institute
for Physical Measurement Techniques (FIPM) Freiburg and the University of Boulder
for the SNOE (Student Nitric Oxide Explorer) satellite (cf., e.g., http://lasp.colorado.
edu/snoe/) with channels at wavelength less than 35 nm and from FIPM developments
for the Russian-Ukrainian PHOTON mission. SNOE carries very similar silicon diode
detectors as baselined for SMAS. A similar system is the one developed for the PHOTON
mission, which includes channels at wavelengths less than 130 nm [Neske et al. (1997)].
The expansion of the measured wavelengths by 10 MUV channels between 190 nm and
246 nm is a simple modification of the existing sensors.
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4.1.1 SMAS Channel Selection

Many major ACLISCOPE mission objectives as described at the beginning of this Chapter
are largely possible through adding the SMAS sensor concept to the GRAS sensor, there-
fore the SMAS sensor senses the same and highly complementary fundamental atmospheric
parameters as GRAS, but just above the GRAS high-quality region, this means from the
stratopause upwards. The most relevant complementary height range is the mesosphere,
but ideally the data should extend from 30 km upwards into the thermosphere. These
thermospheric data are necessary for initialisation of the mesospheric data in the retrieval
process.

The examination of the radiative interaction properties with the Earth’s atmosphere
delivers for the SMAS sensor a natural range in the wavelength region less than 250 nm,
which indicates the relevant situation and shows the penetration altitude of the incident
radiation). The spectral region therefore is the middle and extreme ultraviolet and the
resulting spectral regions for the most needed height, ranging from 50 km to 100 km, are
the Schumann-Runge bands, and the Herzberg continuum, both for molecular oxygen.
For ozone sounding the lower edge of the continuous Hartley band is most suitable. The

Channel Channel Solar origin Main solar A.tm(.)spherlc‘
Number Wavelength of radiation emission spectes 1nterv-e e
[nm] in occultation

1 (EUV) 1-10 Corona N5,05,0
2 (EUV) 17-25 Corona Fe X-Fe XII N5,0
3 (EUV) 90-35 | Transition region | He II (30.4 nm) N,,0
4 (EUV) 50-65 Chromosphere | HeI (58.4 nm) N3,0
5 (EUV) 70-90 Transition region OII-0O 1V N3,0
6 (EUV) 110-130 Chromosphere | H T (121.6 nm) O
7 (MUV) | 190.00+0.5 Photosphere continuum O
8 (MUV) | 192.55+0.5 Photosphere continuum O
9 (MUV) | 203.50+0.5 Photosphere continuum 02,03
10(MUV) | 204.00£0.5 Photosphere continuum 02,03
11(MUV) | 204.25+0.5 Photosphere continuum 02,03
12(MUV) | 206.00+0.5 Photosphere continuum 02,03
13(MUV) | 210.00+0.5 Photosphere continuum 02,03
14(MUV) | 222.00+0.5 Photosphere continuum O3
15(MUV) | 234.00£0.5 Photosphere continuum O3
16(MUV) | 246.00+0.5 Photosphere continuum O3

| 17(VIS) | 300-700 | Photosphere | continuum Air

Table 4.1. The 17 SMAS sensor channels and characteristic parameters. The ten MUV channels
(no. 7 to 16) are the channels of interest in this work.

relevant mesospheric channels are thus ten channels within 190 nm to 246 nm. The signal
source for such occultations needs to be the Sun, because the Sun provides a sufficient and
continuous signal at wavelengths < 250 nm. Also is the brightness across the solar disk ray
homogenous in the MUV wavelength region. Based on a sensor analysis, the radiometric
channels of the instrument are selected as summarised in Table 4.1. As the table shows,
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(blue line), and both (black line) at an altitude of 60 km for a temperature of 240 K. The colored
vertical lines denote the ten SMAS channels in the MUV wavelength area, including the instru-
mental bandwidth (£0.5 nm) of the channels (dashed lines). The lower panel shows the molecular
oxygen Schumann-Runge absorption cross sections at 240 K. The five Schumann-Runge channels
are overplotted (colored vertical lines).

Figure 4.1. The upper panel shows the optical thickness of molecular oxygen (red line), ozone

17 channels are required in total to fulfill the ACLISCOPE mission requirements. The
core channels for the mission objectives are the ten MUV channels. The locations of
and distances between the ten several channels are defined such, that a total coverage
of the whole mesosphere is ensured. The bandwidth of the MUV channels is 1.0 nm.
The visible channel is primarily for calibration purposes but this channel can also be
used, in cloud free situations, for tropospheric temperature evaluation based on refractive
dispersion of the occulted signal amplitude profile. The six EUV channels are primarily
for thermospheric research (temperature, densities of the absorbing species); the EUV
solar radiation is responsible for photoionisation at thermospheric altitudes. The selected
channels were chosen to give a good signal response in the Schumann-Runge bands and
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Herzberg continuum as well in the Hartley band, which is especially important for middle
atmospheric ozone retrieval. The table furthermore gives some information on the source of
the signal and on the intervening atmospheric species on which information is contained in
SMAS occultation data. The knowledge of the density of the main atmospheric absorbing
species molecular oxygen allows derivation of pressure and temperature.

The optical thickness of the absorbing species molecular oxygen, ozone, and for both in
the ultraviolet region between 180 nm and 250 nm at an altitude of 60 km is shown in Fig.
4.1, upper panel. The SMAS sensor channels are drawn in, including the instrumental
bandwidth of +0.5 nm. The lower panel shows the Schumann-Runge absorption system
between 185 nm and 205 nm, where the five Schumann-Runge channels of the SMAS
sensor are drawn in. Only the channels 7 and 8 lie in the band system, the three other
Schumann-Runge channels lie at the upper boundary of the absorption system.

4.1.2 SMAS Instrument Characteristics

The SMAS sensor results from the SOL-ACES (Solar Auto-Calibrating EUV/UV Spec-
trophotometer) instrument, which covers the solar irradiance in the EUV/UV spectral
range of 17-220 nm. The transmitted radiation is measured by a silicon diode detector
located at the end of the absorption path and the data permits the absolute quantification
of the solar flux in the prescribed spectral range [Schmidtke et al. (2000)]. The SMAS
sensor is based on high sensitivity, high-precision ultraviolet silicon diodes, preferably, on
even more precise diamond diodes. The concept core was proven on the SNOE satellite
and a flight model instrument with six channels less than 130 nm and one broadband vis-
ible channel is ready for the Russian-Ukrainian PHOTON satellite (launch in late 2007)
[Kramer (2002)]. The adaption of the available heritage for SMAS as well as the expan-
sion of the measured wavelengths by ten MUV channels between 190 nm and 246 nm is a
rather modest modification of existing sensors.

The SMAS instrument consists primarily of three components: the Sensor Arrange-
ment, the Electronic Box, and the Sun Pointing Assembly (SPA). The SMAS instrument
is baselined to consist of 17 radiation detector units, these are, in order to adapt to var-
ious different interfaces, designed as single small units (50x50x 60 mm and with a power
consumption of 0.12 W). On top there is a high sensitivity, high-precision UV silicon or
diamond diode, the sensible area is 10x10 mm and either the diode is coated with a thin
metallic film or covered by a set of two interference filters. The detectors field of view need
be limited to % deg for ensuring < 2 km vertical resolution. The diode current is con-
verted by a preamplifier, this circuit corresponds to an Electrometer-Amplifier. Further is
the output of the preamplifier transferred via Voltage to Frequency Converter (VFC) to
the Electronic Box.

A 16 bit counter is involved toward the telemetry. The basic readout data rate is 10
Hz and can be directly used as sampling rate during occultation periods. For continuous
solar irradiance monitoring a sampling rate of 0.1 Hz is sufficient. By trimming the
offset of the preamplifier slightly to a positive value, no negative signal at the entrance
of the VFCs results. For thermal stability the detector units are fixed on an aluminum
plate. Furthermore, the temperature of the plate at the solar pointing assembly shall
be as low as possible (below 30° Celsius). A variation of temperature kept less than +3
Kelvin during the measurement increases the accuracy of the data, therefore an electrical
interface for three temperature sensors is included, providing analogue signals. In the
Electronic Box, the 17 VFC science signals are stored in 16 bit counters to be transferred
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to the telemetry. The Sun Pointing Assembly keeps the solar disk center continuously in
the sensor field of view, with % deg pointing knowledge, to ensure optimal and constant
solar signal during atmospheric occultation measurements. Therefore the base plate of
the SMAS sensor arrangement needs to be mounted on a sun pointing device, which offers
constant sun pointing angles (within 61—0 deg precision) during occultation. The SMAS
sensor is a small, passive, low weight, low power, low data rate instrument and compatible
with satellites of micro satellite size. The main characteristics are summarised in Tab.
4.2. The main scientific objective of the ACLISCOPE mission is climate change research.

‘ Characteristics ‘ SMAS Sensor ‘
Mass < 8 kg (total)
Power consumption <8 W
Max. data rate < 2.5 kbit/sec
Total volume < 300x200x 150 mm?

17 radiometric channels

1 VIS, 10 MUV, 6 EUV
Sampling rates 10/1/0.1 Hz

< 3x1073 (silicon diode)
< 1x107? (diamond diode)
precision at 10 Hz rate
Sensor pointing accur. | < 31—0 deg vertical res.
(towards Sun) < 61—0 deg knowledge

Number of channels

Precision (single
indicative figure)

Table 4.2. Main characteristics of the SMAS science payload (after [Kirchengast et al. (1998)]
slightly modified).

Y

There are indications that tropospheric temperatures are increasing and stratospheric
and mesospheric temperatures are decreasing. Atmospheric temperature are measured
routinely by a global network of radiosonde stations, complemented by satellite sounding
and aircraft reports. However, while efforts are ongoing to improve temporal and spatial
resolution of existing systems, other techniques are useful to provide not only additional
data but also atmospheric data of higher quality. Such data can be provided by the
ACLISCOPE mission, involving the SMAS sensor concept (together with the GRAS sensor
concept).

The primary objective is to provide with the aid of the SMAS sensor concept funda-
mental atmospheric and solar data for climate change research, especially on atmospheric
change because the evolution of the Earth’s climate system is increasingly influenced by
human activities. However, indications exist that the changing thermal structure from
the upper troposphere to the mesosphere is a particularly sensitive indicator of anthro-
pogenic climate impacts. The SMAS sensor concept can furnish data to globally monitor
this changing structure over the full mesosphere with very high accuracy. These solar
occultation data can be used for climate monitoring and prediction, atmospheric analysis

and modeling.
The main objectives for climate monitoring and prediction are to provide a global

climatology of the temperature in the entire mesosphere at high absolute accuracy and
vertical resolution. Further objectives are to support research into climate variability and
change (inter-annual and intra-annual) and into the energetics of the climate system over
the period of the mission, and thus to contribute observational input and validation of
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models used to predict future trends and variability. Also in addition, for atmospheric
analysis and modeling, the SMAS sensor concept can provide long, consistent sets of at-
mospheric states for research and model development exploiting the data of the mission
together with other observations. Furthermore, a spin-off mission objective is that obser-
vations are provided for upper atmosphere research, e.g., for thermospheric investigations.
There, observations of the densities of molecular oxygen, molecular nitrogen, and atomic
oxygen, as well as pressure and temperature are provided. Also are provided direct, con-
tinuous, and accurate observations of solar irradiance for wavelengths less than 246 nm in
16 channels.

These high-utility atmospheric data can be provided with the SMAS sensor as part
of the ACLISCOPE mission, which needs to be implemented as a small constellation of
satellites to be able to fulfill the scientific requirements. The baseline constellation of the
mission includes six micro satellites in two low earth orbits. To learn optimally about
vertical and horizontal resolution properties of the occultation data, the ACLISCOPE
concept includes a pair of satellites (Sat-Pair) in constellation, which furnishes the neces-
sary experimental data for research in occultation resolution and accuracy. Particularly
for the horizontal resolution studies, the availability of the Sat-Pair furnishes horizontally
redundant occultation events closely related in space (distance less than 150 km) and time
(separation less than 5 min). Figure 4.2 shows an indication of the the typical coverage
of SMAS occultation events for the baseline. By the aid of this Sat-Pair, investigations
about tandem retrieval compared to single profile retrieval are possible for example. The
ACLISCOPE SMAS sensors, if implemented as baselined, can provide a data set of ~150
occultation profiles per day in the mesosphere (and above), together with continuous solar
irradiance observations for wavelengths less than 246 nm. To obtain the main objectives
as described above, the ACLISCOPE baseline implementation has to be compliant with
the overall requirements summarised in Tab. 4.3.

Globally, well balanced density over all latitudes;
Geographic coverage special feature: pairwise occ. events are needed,
with occultation events the mean tangent points of which shall be separated
< 5 min in time and < 150 km horizontally

Horizontal sampling
per 6 hours
Covered height range 50 km < h < 400 km (all channels together)

< 600 km latitudinally (in average)

during occultation 50 km < h < 120 km (10 MUV channels)
Temperature accuracy < 2 K, within 60 km < h < 90 km at 2 km vert. res.
Long-term stability < 0.2 K/decade (temperature)

Accuracy of other
occultation variables
Quality direct solar data | Continuous monitoring at 10 sec sampling

Consistent with the required temperature accuracy

Radiometric precision <1073(X > 30 nm); < 10"2(\ < 30 nm)
Radiometric accuracy < 3% (A > 130 nm); < 10% (A < 130 nm)
Timeliness < 1 day - 1 month

Table 4.3. Main  requirements  for ~ ACLISCOPE/SMAS  mission (after  from
[Kirchengast et al. (1998)]).

Furthermore, there exists an enormous synergetic potential of using the ENVISAT-
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GOMOS stellar data together with the GRAS GNSS occultation data and the SMAS solar
occultation data. Favorably, while the GRAS data have their highest performance below
30 km, the SMAS data above 50 km, the GOMOS data have their best range between 25
km and 55 km (cf., e.g., [ACRI S.A. et al. (1998), Retscher (2004)]). Therefore, the joint
optimal estimate of GNSS, stellar, and solar occultation sensors GRAS, GOMOS, and
SMAS, respectively, can deliver global upper air data of unprecedented climate change
research utility on temperature, water vapor, and ozone with high vertical resolution and
accuracy.

ACLISCOPE/SMAS Oc nts (1 Month/5)

Figure 4.2. Typical coverage by SMAS occultation events for one day (left panel) and for an
arbitrarily selected month (right panel; every fifth event is plotted). Sunset occultations (top down
triangles), sunrise occultations (upright triangles). In time, solar occultations always happen at the
terminator. During the year, governed by the Sun’s declination, the somewhat peculiar monthly
coverage (right panel) moves through a wide range of latitudes (cf., e.g., [Russel et al. (1993)]).
After [Kirchengast et al. (1998)].

Due to its accurate fundamental data products (temperature, density, etc.), the SMAS
sensor concept can enhance many other of the Earth Explorer missions planned by the
European Space Agency such as an Earth Radiation Mission [ESA-SP-1227 (1998)] or
an Atmospheric Chemistry Mission [ESA-SP-1196(7) (1996)]. Furthermore, it is highly
complementary to an Atmospheric Dynamics Mission [ESA-SP-1227 (1998)]. SMAS also
provides data for programmes of the middle and upper atmosphere and space weather
community such as represented by SCOTEP (Standing Committee on the Solar Terres-
trial Energy Programme) and COSPAR (Committee on Space Research). A specific pro-
gramme example is the recently initiated TIGER (Thermospheric Tonospheric Geospheric
Research) programme.

4.2 Mesospheric Temperature Sounding

The main scientific use areas for the SMAS solar occultation data are in the fields of climate
change research. This means climate monitoring, modeling and prediction, atmospheric
analysis and modeling for the upper troposphere, stratosphere, mesosphere, and in the
same way for the thermosphere. The SMAS sensor concept is able to contribute these
necessary data with high absolute accuracy and high vertical resolution for the entire
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mesosphere and with all channels together also for the thermosphere up to about 400 km.
Furthermore, a long-term stability and consistency of the occultation data results due
to the self-calibration of the occultation technique, this is an important fact for climate
research and monitoring (see Section 4.1).

The temperature is a key parameter to characterise the mean state of the atmosphere
and its long-term evolution. The temperature structure of the atmosphere is likely to
change under the impact of anthropogenic forcing such as the increase of greenhouse
gases and depletion of stratospheric ozone. There are indications that stratospheric and
mesospheric temperatures are decreasing and on the other hand tropospheric temperatures
increase. Exactly that changing of thermal structure in the entire middle atmosphere is
a particularly sensitive indicator of anthropogenic climate impacts. Also the change in
aerosol concentrations influences the atmospheric structure. All these are expected to
change the radiation budget of the atmosphere and thereby the Earth’s climate. So a
permanent observation of the temperature structure of the Earth’s atmosphere is necessary.

A recent statistical analysis shows that the changing thermal structure may be a very
sensitive indicator of climate trends and, in particular, the mesosphere seems to be an even
better indicator of expected middle atmosphere cooling than the stratosphere. Therefore,
the anthropogenic climatic impacts can be shown in particular by monitoring the full
thermal structure of the middle atmosphere. The determination of the three-dimensional
field of temperature in the middle atmosphere with high vertical resolution and accuracy
allows an accurate climatology of atmospheric temperature to be established and long
term trends to be inferred. These temperature profiles can be obtained together with the
sensor concepts as described in the previous Paragraph.

Scientifically the use of the SMAS sensor concept, extending the GRAS only mission,
is fully justified to open up to a global study (from day-to-day to inter-annual scales)
of the atmosphere from the stratopause upwards with highest data quality and quantity.
Furthermore these data can be used for a variational assimilation analysis for a consistent
climatology of the entire atmosphere [Kirchengast et al. (1998)]. This requires advanced
coupled General Circulation Models [Russell et al. (1995)] of the lower atmosphere (below
90 km) and upper atmosphere (above 90 km), which are basically available, though oper-
ated by different communities, for example the available ECHAM model from the MPIM
Hamburg [Roeckner et al. (2004)]. Many different atmospheric processes may be analysed
by these models supported by ACLISCOPE/SMAS data.

4.3 Mesospheric Ozone Sounding

Ozone plays a key role in supporting life at the Earth’s surface by intercepting harmful
ultraviolet radiation. Most of the ozone molecules in a vertical column in the middle
atmosphere are found at altitudes below 35 km. Ozone is one of the main atmospheric
gases absorbing solar energy, exactly in the ultraviolet wavelengths region. The positive
temperature gradient of the stratosphere is due to the strong ultraviolet absorption char-
acteristics of ozone. Therefore, a depletion of stratospheric and obviously mesospheric
ozone produces a cooling of the middle atmosphere. Ozone is formed in the stratosphere
and mesosphere by photochemical processes and has a maximum concentration between
about 20 km and 25 km height. Furthermore, the concentration and vertical distribution
of ozone vary with latitude and season, and on shorter time and space scales as well. A
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reduction of the ozone concentration in the middle atmosphere will produce more harmful
ultraviolet radiation at the Earth’s surface.

Long-term changes in the Earth’s climate, caused by changes in the abundance of radia-
tively active compounds in the atmosphere, like ozone, are expected to become significant
during the next decades [Houghton et al. (2001)]. Ozone is of particular importance when
viewed in the context of chemistry-climate interactions. Changes in its distribution will
have the largest impact on surface temperatures when changes occur in the middle atmo-
sphere. Observations over the last two decades show that ozone concentrations have fallen
in the stratosphere and therefore also in the mesosphere. The depletion in stratospheric
and mesospheric ozone levels has probably produced a general cooling of the climate sys-
tem. A significant fraction of the temperature trends observed globally in the stratosphere
over the last two decades could be associated with ozone depletion.

Although measurements of total ozone columns are of great importance, they are in
sufficient to gain a thorough understanding of the chemical and dynamical processes deter-
mining the ozone variations. Height resolved ozone information on a global scale over an
extended period of time at a reasonable temporal and spatial resolution is needed. How-
ever, for the mesosphere no sufficient ozone data exists. On the other hand, mesospheric
ozone data are necessary to improve the understanding of the natural and anthropogenic
influences on both, stratospheric and mesospheric ozone variation, because the mesosphere
seems to be a better indicator of middle atmosphere cooling than the stratosphere (see
also the previous Paragraph). The ACLISCOPE/SMAS sensor concept can provide these
necessary mesospheric ozone data with high vertical resolution and accuracy. The SMAS
sensor concept measures the absorption of ultraviolet radiation in the lower wavelength
part of the ozone Hartley band, in the wavelength region between 200 nm and 246 nm
(see Section 4.1). From these measurements normalised transmission data can be gener-
ated and the columnar content and the vertical ozone number density, respectively, then
retrieved.

4.4 Thermospheric Sounding

As an enhancement the SMAS sensor concept can provide profiles on number densities of
molecular oxygen, molecular nitrogen, and atomic oxygen in the thermosphere up to about
400 km height (with the six EUV channels). Also the temperature, up to the isothermal
thermospheric temperature, can be provided. Therefore the SMAS sensor concept also
delivers data of high quality and quantity for thermospheric research. Combined with
the GRAS sensor concept, both sensors can provide simultaneously profiles of electron
density and thermospheric densities (as above mentioned) and temperature. This allows
to rigorously study thermospheric-ionospheric interaction phenomena, which could never
be rigorously addressed before due to lack of data (cf., e.g., global gravity wave activity,
magnetospheric storm processes). It opens up for robust analysis of the thermosphere-
ionosphere system by numerical weather prediction assimilation methods such as classically
applied to the troposphere and lower stratosphere, which is impossible so far.

The SMAS sensor concept can also furnish excellent day-to-day air drag data for
geodetic research and applications like orbit modeling and prediction for LEO space plat-
forms such as the International Space Station. Such applications currently have to rest on
primarily climatological models like MSISE-90 [Hedin (1991)]. Furthermore, the SMAS
upper atmosphere data can be a world leading asset for Space Weather applications.
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The SMAS sensor concept can, besides acquiring solar occultations, provide a contin-
uous and accurate time series of top of atmosphere solar irradiance data in the channels
at wavelengths less than 246 nm, using UV spectroradiometry. This wavelength region
is the spectral region with the most variable solar flux which affects the middle and up-
per atmosphere. This continuous solar irradiance information is a much needed input for
atmospheric radiation and energy budget research. Furthermore it is also an important
complement to UV/VIS/NIR top of atmosphere solar data from other sensors like, e.g.,
the ISSA (International Space Station Alpha) Solar Package, currently developed by the
ESA. which measures the sun’s electromagnetic emission over the full range from EUV
to NIR and the total solar irradiance. This information is useful for questions of natu-
ral variability of solar forcing and its climate system impacts relative to anthropogenic
impacts.

The continuous SMAS direct solar irradiance data in the EUV range (below 130 nm)
are very useful and keenly awaited by the relevant international community. In fact, the
most serious disadvantage for operating existing upper atmosphere first principles mod-
els consists in the use of proxy F10.7 data (the solar radio flux at 10.7 cm) instead of
direct measurements of the EUV radiation which is the primary energy source driving
the thermosphere-ionosphere system. The SMAS irradiance data can tightly constrain
this input. Furthermore, these solar irradiance data are for models a highly complemen-
tary information to the SMAS thermosphere (and also to the GRAS ionosphere) profile
data, this is a further boost for science for upper atmosphere research and space weather
applications.
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5 An End-to-end SMAS Data Pro-
cessing System

Remote sounding of the atmospheric temperature and composition profiles from Earth
orbiting satellites has become a technique of major practical importance for scientific ob-
servations of the Earth’s atmosphere and will clearly continue to be of importance for
the foreseeable future, both for the Earth and for soundings of other planetary atmo-
spheres. In this Chapter, a method which can be used to calculate the temperature and
composition of the middle atmosphere is represented from measurements of intensity of
incident radiation. Such measurements can be made by the SMAS sensor concept intro-
duced in the last Chapter. A simulation study was carried out in this thesis (for both,
temperature and ozone sounding), in order to have a robust model for the application
of real data. The occultation technique for determining the properties of the Earth’s at-
mosphere using absorptive occultation measurements, bears great capability of providing
profiles of atmospheric key quantities with high accuracy and vertical resolution (cf., e.g.,
[Elachi (1987), Russel et al. (1993), Hays and Roble (1968b), McCormick et al. (1989)]).

The intensity of the Sun, in certain atmospheric absorption bands, is monitored
by a low Earth orbiting satellite tracking the Sun during occultation by the Earth’s
atmosphere. The intensity data during occultation are then used to obtain informa-
tion about the absorbing species; in the SMAS case for the mesosphere and thermo-
sphere (cf., e.g., [Roble and Hays (1972), Roble and Norton (1972)]). The used limb ge-
ometry is tailored to furnish a high spatial resolution, whereas the absorptive prop-
erties of the intervening medium can be related to densities of the different absorb-
ing species. Usually, absorptive occultations have been used to measure density pro-
files. However, from density profiles of major species, pressure profiles can be calcu-
lated by integration, employing the hydrostatic equation. Furthermore, pressure pro-
files can be related, by the use of the ideal gas law, to atmospheric temperature pro-
files. A detailed description on error characterisation and statistics can be found in, e.g.,
[Rodgers (1976), Rodgers (1990), Rodgers (2000), Storch and Zwiers (1999)].

5.1 Theory of Measurements and Inverse Problems

The SMAS sensor concept uses the Sun as the source of light and the satellite photometer
as detector, with the Earth’s atmosphere between acting as the absorption cell. As the
satellite moves in its orbit, the source ultimately is occulted by the Earth. The technique
of the SMAS sensor concept uses a LEO satellite, the adapted detector measures the
change in solar irradiance as the Sun is occulted by the limb of the Earth (either during
sunrise or sunset). At a given wavelength, the signal emitted by the Sun is attenuated
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due to the absorption by the species presented in the Earth’s atmosphere, which absorb
solar radiation at that wavelength. The measured transmission profile therefore contains
information about the combined slant path column density of all these absorbing species.
The absorption characteristic of a mixture of gases is fully diagnostic of the composition,
if measured in a sufficient number of sensible selected channels.

The atmospheric parameters are coupled to the measured radiation through radiative
transfer. The resulting information, which can be extracted from the measurement, is
limited by the complicated nature of the radiative transfer processes and by factors con-
cerning the measurement procedure (which includes the spectroradiometers resolution,
measurement geometry, and instrumental noise). In an occultation event, the attenuated
signal is obtained as a function of the height at which the atmosphere is traversed, and
the vertical distributions of individual gases can be obtained. After the composition, the
most basic quantity derivable from the distribution of major species is the temperature,
which appears in the equation of state. The SMAS sensor concept uses the middle and
extreme ultraviolet wavelengths region, this properly exploits the interaction properties of
the middle atmosphere with the incoming solar ultraviolet radiation. During the occul-
tation process, the intervening atmosphere absorbs progressively more of the light due to
the strong photo-absorption features of the Earth’s atmosphere.

The occultation intensity data can be related to tangential column number density
profiles of the particular absorbing species, if the wavelength dependent absorption cross
sections are known. This separation of the absorbing species and calculation of of tangen-
tial column number densities is called spectral inversion. The equation for the tangential
column number density as function of the vertical number density profile corresponds to
an Abel integral equation which can be inverted to determine the number density profile
at the occultation tangent location. That second step in the retrieval of the vertical num-
ber density profiles from the observed intensity data, is called spatial inversion. Thus,
the spectral inversion has to be done before the spatial inversion is accomplished by the
inverse Abel transform. The SMAS sensor is a self-calibrating instrument, therefore the
occultation technique involves a relative measurement with normalisation given by the
measured solar irradiance above the atmosphere during each event. The following results
are therefore independent of absolute instrument calibration or source strength (as large as
a sufficiently accurate signal can be measured). This is a very important feature because it
tends to negate the effects of instrument degradation over time. As mentioned in Section
3.4.1, the occultation technique works best for a point source. For solar occultation, where
the radiation is emitted from the upper and lower limb, the problem of a finite source can
be solved if measurements view only a small fraction of the solar disk.

The signals detected by occultation sensors already constitute an important data base
for the monitoring of the atmosphere. Including the instrumental factors of the SMAS
sensor, the wavelength and altitude dependent transmission function of the atmosphere
can be calculated. This transmission function measures the optical properties of the at-
mosphere in the horizontal direction; it is a good measure of the transmissivity of the
atmosphere which is a central property for the mesospheric ozone and temperature sound-
ing. To proceed from the transmission functions to the distributions of the absorbing
species (molecular oxygen and ozone) inversion methods must be applied. Therefore, the
different absorbers have to be isolated first, based on the total transmission function. A
second step deals with the retrieval of the vertical profiles such as pressure and temperature
[Retscher et al. (2004b)].
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The mathematical approach to retrieve atmospheric parameters like density or tem-
perature can be divided into two general processes, (1) the forward model, and (2) the
inverse problem. The forward problem contains a model of the radiative transfer process
to calculate the normalised intensity according to Eq. 2.15. The retrieval of the atmo-
spheric state is possible as a given sample of spectrally distributed measurements of the
intensity depends on the state of the atmosphere in a known way. This allows to deduce
the state of the atmosphere. Generally it can be described as an inverse problem. The
inverse problem is the matter of inverting a known equation, which expresses radiation as
a function of the atmospheric state in terms of radiation.

5.2 SMAS Forward Model

The intensity of the solar radiation passing the Earth’s atmosphere is given by the com-
bined attenuation of all absorbing species along the ray path and can be basically deter-
mined at each frequency using the Beer-Bougert-Lambert’s law, given by Eq. 2.15. Thus,
the obtained transmission profile (normalised intensity) contains information about the
combined limb path column density of all absorbing species. A function like the Beer-
Bougert-Lambert’s law, which calculates measurable quantities based on the state of the
atmosphere, is called generally forward function, a appropriate computer program that ap-
plies such a function is called a forward model. The forward problem has do be modulated
in a appropriate way to solve the associated inverse problem to estimate the atmospheric
parameters from the measured radiance. The description of the SMAS forward model
follows mainly the work of Rehrl and Kirchengast [Rehrl and Kirchengast (2004)].

The atmospheric transmission T is defined at each wavelength A of interest as
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I1,(0)

T =exp ", (5.1)
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denotes the corresponding optical thickness. The normalised atmospheric transmission
at any given wavelength is the ratio of the solar radiation intensity measured in the
atmosphere, I (s), relative to the solar intensity above the atmosphere, I)(0). The integral
is carried out along a ray path s, this ray path is refracted for an altitude up to about
~T75 km, above refraction and therefore bending of the ray is negligible. In this context
the number densities n; and the cross sections ;) refer to the species molecular oxygen
and ozone.

The estimation of the due to ray bending shifted tangent ray height is in principle

calculated via solving the refractive ray path problem. The path is determined from
d2
== = n(x)Vn(x) (5.3)

with the Sun and satellite position as boundary conditions. Above 50 km height we can
use a simple approximation (see below). The n(x) denotes the atmospheric refractive
index field, and dr is the along-ray arc length divided by the refractivity index n. The
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"driving field’ for the ray tracing equation is the wavelength-dependent refractive index n
for a neutral density p, given by (cf., e.g., [ACRI S.A. et al. (1998)])

106

-1
n= 1t 100062

24060.3 159.97 ) p

83.4213 =
( + 130 — 106X—2 * 38.9 —106A=2/ pg ’

(5.4)
where A denotes the wavelength and is expressed in nanometers, and pq is the reference air
density for standard temperature (296 K) and pressure (1013 hPa). This approximation
applies a calculation without a contribution from density gradients other than the ones
in the plane determined by the satellite, the Sun, and the Earth center. This can be

rewritten as
n=14+10"°N, (5.5)

where N is the refractivity. If the atmosphere is spherically symmetric, the bending angle
a can be described as (cf., e.g., [Kursinski et al. (1997)])

© dlnn'/dx'
o V@2 —a?)

with z = nr (r denotes the radius value) and a is a constant for a ray path, known
as the impact parameter. For altitudes where ray bending is nearly negligible (o < 20
prad), the equation for the bending angle can be approximated as ([Kirchengast (1998),
Melbourne et al. (1994)])

a=—2a dx’ (5.6)

a=aN . (5.7)
The impact parameter a is given by
¢ [27m(Rg + 2)
=10° 5.8
a H(Z) ) ( )

where Rg is the Earth radius, z is the value of the straight-line tangent ray height, and
H(z) denotes the altitude dependent scale height. The geometry of the ray bending furnish
the equation to estimate the shift Az of the tangent ray height as follows

Ay — DLEO DSun

= LPO ZSun 5.9
DLEO + DSun ( )

where Do and Dg,, denotes the straight-line distance from the un-shifted tangent ray
height to the LEO satellite and the Sun, respectively.

The effect of chromatic refraction [Edlen (1953)] for the SMAS sensor concept is neg-
ligible and therefore the refractive index of air is independent on wavelength. Chromatic
refraction led to a spatial separation of rays with different wavelengths. The aberration
between the several channels is very low, for instance results for the outer channels (190.00
nm and 246.00 nm) an aberration < 5%. The constituent profiles vary too weakly along
tangent altitude changes due to small differences of the path length for different wave-
lengths. Also defocusing effects can be disregarded for the realistic SMAS forward model.

Furthermore, a complete geolocation calculation is carried out, each simulated mea-
surement of the atmospheric transmission is precisely geolocated.

The resulting modulated transmission data are based on a realistic occultation
event. The satellite orbit, the shape of the Earth, the state of the atmosphere, and
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the solar coordinates are the contributing factors to the geolocation. The geometry
data of the event are present by EGOPS (End-to-end Occultation Sounding Simula-
tor [Kirchengast (1998), Kirchengast et al. (2002)]), providing quasi true satellite or-
bits, geodetical positions of the satellite, as well as the approximated position of the
Sun. The shape of the Earth is approximated by the well-known model WGS86 (World
Geodetic System [T'R8350 (2002)]). The used molecular oxygen density is calculated
from the CIRA-86 (Cooperative Institute for Research in the Atmosphere) database
[CIRA-86 (1990)]. The ozone density is based on AFGL-TR-86 data (FASCODE model)
(cf., e.g., [Anderson et al. (1995)]).

Furthermore, a term for Rayleigh scattering is included. Rayleigh scattering is more
important in the lower stratosphere but has also be considered in the mesosphere. A factor
for the air density with the Rayleigh cross section is introduced as well. The wavelength
dependent Rayleigh scattering cross section for air can be calculated at each wavelength
as (cf. [Thomas and Stamnes (1999)])

3

O Ragleigh = A~ " 1078 Z a " (5.10)
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where o is given in [cm?] and the appropriate coefficients a; are listed in Tab. 5.1. The
formula is applicable for wavelengths between 180 and 1050 nm. The aerosol concentration

Parameter | Value
ag 3.9729066
ai 4.6547659 x 1072
ag 4.5055995 x 1074
as 2.3229848 x 107

Table 5.1. Parameter to calculate the Rayleigh cross sections.

in the mesosphere is very low, therefore a term representing the aerosol extinction in the

signal, according to Mie scattering, can be neglected. Anyway, the aerosol cross sections

can be approximately calculated by Angstréms law o) rrie = % with og = 3 x 1077 cm?.
In this basic work the nitric oxide photodissociation near 191 nm and 183 nm (cf., e.g.,

[Minschwaner and Starke (2000)]), initiating the primary mechanism for NOy removal in

the middle atmosphere, is not considered, but should be worked out in a future refinement.
The full channel transmission T,;, can be modeled further as

Ton(t:) =///Tatm(A’,v’,t’)W(A’—AO)WUWthdv'dt’ , (5.11)
ANtAUVAN

where the modulated transmission results as function of time ¢;, these responds to the
sampling time. The basic sampling rate in case of the SMAS sensor is 10 Hz and corre-
sponds to a vertical sampling of about 200 m. The integral is carried out over a wavelength
band A\, properly covering the spectral width of each channel, the vertical field of view
Awv, and the measurement integration time At. The SMAS field of view is pointing to the
Sun center and designed 1/30 deg wide, corresponding to ~2 km vertical resolution. This
limited field of view covering only a equatorial fraction of the solar disk (< 20 deg band)
is useful, since the full solar disk would otherwise illuminate at any given time a height
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range of 25 km to 30 km extend, severely complicating the retrieval of atmospheric profiles
[Lumpe et al. (1991)]. The channel shape function W (XA — \g) is modulated as normalised
Gaussian function with a half-width of 0.5 nm and the resulting signal is weighted by
this normed Gaussian convolution function. Furthermore, two simple boxcar functions
are used, W, = 1/Av (Av corresponds to 1/30 deg) and W; = 1/At (At corresponds to
100 msec), for properly limiting the field of view and time integration domain.

For given geometry and time ¢;, the atmospheric transmission file Ty, (A, v,t) can
be sampled as function of wavelength, field of view, and time. By integration Eq. 5.11
the desired channel transmission T, can be obtained. For smooth atmospheric profiles
adopted in this study, the two box car integrations could be well ignored and the channel
transmission T, was just forward modulated for different wavelengths along a single ray
arriving from the Sun center at the time %;.

120 ' T
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altitude [km]
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Figure 5.1. Simulated SMAS channel transmission profiles for the ten selected wavelengths form-
ing the basis of the forward model. The solid lines show the transmission profiles in the Schumann-
Runge bands and the dashed lines show the transmission profiles in the Herzberg continuum and
overlapping Hartley band. The annotated numbers denote the center wavelengths of the chan-
nels. The vertical dashed lines near the left and right boundary delimit the region, within which
measurements are foreseen to be exploited.

Exemplary modulated SMAS transmission data for ten channels are shown in Fig.
5.1, based on a realistic occultation event. Spherically symmetric atmospheric profiles
were adopted and a scanning of the atmosphere over altitude from 120 km to 50 km
was used. Transmissions for processing are only use able if they lie within a threshold
of 0.05 < Ty, < 0.95. The Schumann-Runge cross section data used in this thesis were
taken from K. Minschwaner et al. [Minschwaner et al. (1992)], computed from polynomial
coefficients, including the Herzberg continuum cross section in the region between 190 nm
and 204 nm. Regarding wavelengths > 204 nm, the Herzberg continuum data were taken
from M. Nicolet et al. [Nicolet et al. (1989)], the ozone cross section data from L.T. Molina
and M.J. Molina [Molina and Molina (1986)], respectively.

For the modulated SMAS transmission profiles, the effects of scintillation and refractive
dilution are not included. The forward model is only a model of the underlying physics of
the measurement. The real physics could be too complex and in some aspects too uncertain
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to be entire known and described. Thus the forward model should be describe the detailed
physics with an adequate accuracy (cf., e.g., [Maybeck (1979), Maybeck (1982)]).

The Real Transmission: The Effects of Scintillation and Dilution

The real transmission measured by the SMAS sensor concept is not only depending on
absorbing atmospheric components, additionally refraction effects impacts the measured
transmission. Rayleigh scattering, as mentioned above, is already taken into account as a
coefficient to the simulated transmission data. Another effect is the so called scintillation.
Scintillation is due to spatial differences in refractive index in the atmosphere, an elec-
tromagnetic wave propagating through the atmosphere will experience fluctuations in the
path length though different layers due to these. Scintillation is caused almost exclusively
by small temperature variations (on the order of 0.1 - 1 K) in rather small parcels of strata
of air, resulting in refraction index fluctuations. The primary reason of such small scale
fluctuations is turbulent mixing of air with different temperatures. Wind motion trans-
porting such fluctuations trough the line of sight and produces the irregular changes in
intensity which are characteristic for the effect of scintillation. The effects of scintillations
are always much more intensive near the horizon than near the zenith. Small atmospheric
parcels of air of the order of only centimeter to decimeter produce most of the scintillation
irregularities in the atmosphere.

Another effect is the so called refractive dilution, an effect occurring due to the change
of the propagation direction of the ray while passing the atmosphere. This effect is related
to the density gradient of the atmosphere. The density gradient will cause a larger deflec-
tion to a grazing ray compared to a rays with a larger impact parameter. The change of
the propagation direction in the atmosphere will result to dilution of the related intensity.

Both effects, scintillation and refractive dilution, are mainly noticeable in the lower
atmosphere. For the lower mesosphere, these effects can have a small impact to the
measured transmission. However, in this thesis both effects are not considered for the
simulation of the transmission data.

5.3 Forward Model Approximations

For an exact calculation of the transmission profiles in the highly oscillatory Schumann-
Runge bands, a resolution of 500 sampling points (corresponds to 0.002 nm sampling)
for each channel is necessary. Using these 500 samples of Ty, (A, v,t), Fig. 5.1 shows
the wavelength-integrated channel transmission profiles. For channels > 205 nm, the
absorption cross sections are smooth functions - molecular oxygen Herzberg continuum
and ozone Hartley band - and 0.2 nm sampling is sufficient. The Herzberg continuum
comprises the wavelength region between 185 nm and 242 nm, the Hartley band those
from 190 nm to 310 nm, reaching a maximum near 250 nm. Because of the large number
density of molecular oxygen compared to ozone, the Herzberg continuum is important
beyond 205 nm even though the cross section is small relative to the ozone cross section in
the Hartley band. The Hartley band absorption is unimportant below 190 nm. The cross
sections in the Herzberg continuum and Hartley band shows a very slight temperature
dependence, which can be neglected in the SMAS forward modeling.

As a result of the dense sampling needed in the Schumann-Runge bands, the rigorous
forward model algorithm is fairly slow, and if used as part of an inversion algorithm a
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faster algorithm is highly desirable. In order to obtain such a faster algorithm following
two approximations were evaluated: the Piecewise Integration Approximation (PTA) and
the Optimal Random Selection Approximation (ORSA).

5.3.1 The Piecewise Integration Approximation (PIA)

In the PTA, Schumann-Runge cross sections integrated over a prescribed number of partial
channels of width AX, spread over the full spectral width of a SMAS Schumann-Runge
channel, are used to compute the channel transmissions. The needed values of the Gaussian
channel shape function are properly averaged as well.

More explicitly, the PTA approximates channel transmissions T,(s) as follows,
A/\] A)\I
Ton(s)= Y Teni(s)= Y exp[- /J(A)\i,T(s')) n(s') ds' | W (AN;) (5.12)

i=A\; i=AN; s

with the associated averaged temperature dependent Schumann-Runge absorption cross
sections a (AN, T(s)),

(AN, T(5)) = ALA/MJ(X,T(S))CM' , (5.13)

and averaged Gaussian weighting function W (A);), given by

- 1

W(AN) = 25 . (N = Xg)dX (5.14)
VAV Y
S W(AN)=1. (5.15)
i=AN;

Both, the averaged Schumann-Runge absorption cross sections and the Gaussian weighting
function are integrated over a finite equidistant wavelength region A\ for each partial
channel. In turn, according to Eq. 5.13, all partial channel transmissions are integrated
to yield the full channel transmission.

In Fig. 5.2 (left panel), the integrated Schumann-Runge absorption cross sections as
used in the PIA (Eq. 5.13) for 100 partial channels are illustrated (0.2 nm sampling). The
resulting transmission profiles for the five SMAS Schumann-Runge channels for different
numbers of partial channels are shown in Fig. 5.2, right panel. The primary band structure
of the Schumann-Runge bands persists to a certain degree under the PIA integration
as Fig. 5.2, left panel illustrates. The right panel shows, that a sufficient number of
partial channels is needed to accurately model the transmission profiles. While 25 partial
channels are not yet a sufficient number, 100 partial channels appear to be an adequate
number already, furnishing an accuracy of the approximated transmission of better than
1%. Compared to original 500 pins per channel this is a reduction by a factor of five of
the computational cost for the sampling of the atmospheric transmission Ty;p,. The use of
the PTA in a forward model embedded in retrieval algorithms is simple, straightforward,
and the in this thesis used forward model approximation.
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Figure 5.2. Partial integrated Schumann Runge absorption cross sections at 240 K (left panel)
for 100 partial channels. The transmission profiles in the Schumann-Runge bands are shown in the
right panel for full integration (true), 100 partial channels (dotted), 50 partial channels (dashed)
and 25 partial channels (dashed-dotted).

Y

5.3.2 The Optimal Random Selection Approximation (ORSA)

The idea of the ORSA is to reduce the number of sampling bins by Monte-Carlo drawing of
a prescribed number of bins out of the original sample of 500 bins. Using this Monte-Carlo
drawing, for which 10* trials were found an adequate number of trials, to reduce the 500
bins per Schumann-Runge channel to an optimal subset of 100 bins. Optimally is defined
in that 100 bin subset were kept from the 10* randomly drawn subsets, which produces for
a given atmospheric state (temperature profile) the most accurate approximated channel
transmission profile compared to the exact 500-bin per channel computation.

Performing this type of ORSA for a sufficient diversity of atmospheric temperature
profiles provides a number of look-up tables, which can be used in a nearest neighbor
sense for a fast algorithm based on n only 100 bins per Schumann-Runge channel. A set
of 18 conditions over different months and latitudes seems to be sufficient for ensuring
an accuracy in approximated transmissions of better than 1% for the Schumann-Runge
channels based on 100 bins. Due to the complicated handling (diversity of look-up tables,
etc.) of the ORSA compared to the PIA, the ORSA is not used in the context of retrieval
algorithm evaluations but rather the PTA is used as the method of choise.

5.4 Root Mean Square and Moving Average

For a realistic consideration of the SMAS forward model it is important to include the error
behaviour of the SMAS sensor (a detailed discussion about the SMAS sensor characteristic
is given in Section 4.1.2). The SMAS sensor concept is based on high sensitivity, high-
precision ultraviolet silicon diodes (or even more precise diamond diodes). A quantity to
describe the error behaviour of these diodes is the so called root mean square (RMS) error,
also known as quadratic mean. The RMS is a statistical measure of the magnitude of a
quantity, in this case radiances, and can be calculated for a series of discrete measurements
(or for a continuously varying function).
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The RMS error corresponds to the so called Gaussian white noise and was modulated
as such. This describes a for any time normally (Gaussian) distributed random process.
The RMS error values corresponds to the percental deviation from the noise free mea-
sured signal. White noise is generally a random process with a constant spectral density
function. Hence the spectral amplitude of white noise match to S = S(v) and the corre-
sponding autocorrelation function is a Dirac delta function R(t) = Sd(t). Thus white noise
which is uncorrelated from one time instant another [Brown and Hwang (1997)]. For the
SMAS sensor a RMS of 0.3% at 10 Hz sampled transmission data results for silicon diode
detectors and 0.1% for diamond diodes, respectively. The RMS values are determined by
the developer of these diode detectors, the FIPM Freiburg. The 0.3% RMS error case is
considered in the subsequent Sections of the retrieval processing.

For a better retrieval performance it is useful to smooth the transmission data. This
can be done with a moving average calculation for every height step in the profile. The
moving average is a simple method to smooth measured data by replacing a data point
with the average (or a weighted form of it) of its neighbors. For a given sequence for one
selected sensor channel, the height level 7 dependent transmissions {Tch,i}i]\il are replaced
by a new sequence of smoothed transmissions {(Tch,i)s}f\;”"'l, defined from T, ; by taking
an average of subsequences of n terms, each weighted with different k;

1 i+n—1

(Ts)xi = S JZ:Z kiThi - (5.16)

Moving averages are in general weighted with equal weights, here the weights are defined
such that >’ k, = 1. For a chosen subsequence of n = 5 the weights are given with
kn = %[1, 2,4,2,1], where k3 represents the weight for the original T, ; before taking the
mean.

5.5 The Retrieval of Atmospheric Parameters

The wavelength dependent normalised solar intensity, as measured by the SMAS sensor
device aboard of a LEO satellite during occultation of the Sun by the Earth’s atmosphere
can be expressed by Beer-Bougert-Lambert’s law. This law implies that the solar intensity
attenuated due to the Earth’s atmosphere can be determined by considering the combined
attenuation of all absorbing species along the ray path. The ultimate aim of the SMAS sen-
sor concept is to deduce the atmospheric properties such as profiles about the pressure and
temperature, and the densities of the absorbing species, which are necessary to determinate
the atmospheric temperature. For the SMAS retrieval, molecular oxygen and ozone are
retrieved simultaneously, forming a joint retrieval. The expansion of the retrieval scheme
by incorporating trace gases like nitric oxide (cf., e.g., [Minschwaner and Starke (2000)])
in the operational SMAS retrieval is possible, but is not investigated in this thesis.
Based on the well fixed forward model, an inverse connection between the measure-
ments (normalised intensities) and the target state (the density profiles of the absorbing
species, molecular oxygen and ozone) of the atmosphere has do be found. As mentions
briefly in Section 5.1, a two-step method can be used. This method divides the retrieval
into two separate gaits, the separation of the absorbing species and calculation of the
column number densities (spectral inversion) and the calculation of the vertical number
densities (spatial inversion). Hence it is necessary to establish the connection between the
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tangential column number densities N; and the vertical number densities n; of the ab-
sorbing species. This follows from the geometry of the occultation experiment and can be
performed via an Abel transform. This two-step retrieval scheme generates a line-by-line
vertical retrieval, a correlation of adjacent vertical lines is not given any more after the
spectral inversion.

5.5.1 Theoretical Introduction

For a given physical system, a mathematical model can be developed to describe the
behaviour of the system for investigations of its structure and modes. The relation between
measurement vector y and the actual state x of the physical system can be approximated
by the forward model F(x)

y=F(x)+e, (5.17)

where € denotes the measurement error vector of the forward model. The forward model
can be seen as the algebraic mapping of the state space into the measurement space, with
an uncertainty described by the measurement error, which is often Gaussian. The quantity
F can be a linear of non-linear function of the state vector x. For the linear case, where
y is assumed to be linearly related to x, follows

y=Kx+e, (5.18)

where K is the Jacobian matrix (or also called the weighting function matriz), which
allows to determine the actual state from the measurements. For m measurements and n
elements of the state vector, the Jacobian matrix is of dimension m X n. For a particular

measurement follows
n

yi= Y (ki);jz;+6€ , (5.19)
im1

where k; is called the weighting function (of dimension n) and constitutes the i* row
of K corresponding to the i measurement. Therefore every single measurement in the
measurement vector consists of the complete state vector, each element x; is weighted by
the corresponding element Kj;.

The forward function for limb sounding measurements (and indeed most other remote
sounding problems) is generally not linear and the relation between measurement vector
and the one to be estimated is non-linear. The problem can be linearised by expanding
the forward model into a Taylor series about the initial guess profile xg

y~F(xg) + K(x —xq) +... + €, (5.20)

where the Jacobian matrix K denotes the partial derivatives of the forward model with
respect to x, evaluated at x = xg. The mapping of sensitivity of the state vector x,
the density profile, into the measured transmission y is represented by the rows of the

Jacobian matrix K 5 5
Yi Yi
k;, = . 5.21
= () (521
Numerically the Jacobian coefficients are calculated by a perturbation of the densities
of the absorbing species with +5% and then performing a forward model calculation,
which delivers the corresponding y. Theoretical the perturbation should be done only
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at the exact tangent ray height, but for the SMAS case this delivers a too low signal
response. Thus a perturbation over three adjacent heights is introduced, which furnishes
a significantly higher signal and represents the basis for an accurate retrieval procedure.

Including terms of higher-order in Eq. 5.20 produces better approximations of the
exact relationship between state and measurements. Nearly linear or moderately non-
linear problems can ignore higher-order terms and Eq. 5.20 can be written as

y=yo+K(x—xq)+e€. (5.22)

Next, optimal estimation techniques can be used to deduce an estimate of the state with
minimum error, assuming that the measurement error characteristic is known for the
particular measuring procedure.

The measurement vector y contains all measurements recorded at a certain moment,
the dimension corresponds to the number of channels (denoted by m) which the measure-
ment device can record. In the SMAS temperature and ozone retrieval, this accords to ten
channels in the MUV band, designated with the numbers 7 - 16 in Tab. 4.1. The particu-
lar atmospheric state, temperature and number densities of the absorbing species, at the
moment when the measurement is taken is described by x. The dimension of x (denoted
by n) is equivalent to the number of sampling points. The Beer-Bougert-Lambert’s law
represents the connection between the measurement vector y and the state vector x.

Limb sounding measurements are in general non-linear problems and a simple direct
inversion for the state vector x is not feasible. A direct inversion in the case K(x) = Kx
would result in

x5 = K9 . (5.23)

The operator K79 denotes the general inverse matrix and x,s corresponds to the retrieved
state (cf., Tab. A.A.1). Generally for limb sounding at high altitudes low signal-to-noise
ratios results. Such problems (like also the SMAS case) are ill-posed and Eq. 5.23 cannot
be used directly but a solution can be found by inserting sensible a priori information.
Therefore the forward model function F(x) has to be approximated in a way which is
suitable for the considered situation.

The Bayesian approach is a more general way to solve such noise perturbed problems
with minor but reliable information about the behaviour of the state. The Bayesian
approach deals with an investigation of the propagation of conditional probability densities.
Inaccurate prior information can be quantified as a probability density function (pdf) over
the state space, on the other hand inaccurate information about the measurement due to
noise can by quantified by a pdf over the measurement space. This means the solution
of the inverse problem is the probability density P(x|y) of the state conditioned on the
measurement. Generally the mean of the P(x]|y) is defined by the optimal estimate. Bayes’
theorem defines how the measurement pdf maps into the state space and combines with
prior information, according to the forward model y = F(x) + e. The task in the non-
linear as well as the linear case is to find a best estimate and an error characteristic that
describes this pdf well enough for practical use. A short overview about inverse problems
and a detailed discussion about Bayes’ theorem can be found in Appendix A.

The Bayesian approach incorporate available prior knowledge of the wanted parameter.
The mechanism for doing this requires to assume that the parameter is a random variable
with a known prior probability density function. In the absence of data, the estimate is
completely determined by the imposed prior knowledge. The choice of prior is critical in
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Bayesian estimation, a wrong choice result in a poor estimator that is biased towards the
prior mean. The effect of the data is to find an estimate that compromises between the
data and prior.

A detailed discussion about inverse methods for atmospheric remote sounding can be
found in [Rodgers (1976), Rodgers (1990), Rodgers (2000)].

5.5.2 The Best Linear Unbiased Estimator BLUE

With the Bayesian approach non-linear problems can be solved. The Bayesian approach
tries to incorporate non-linearities while still using a linear estimation algorithm. The
Bayesian solution for the linear problem can be modified for an inverse problem in which
the forward model is a general function of the state. This requires that the estimate
is constrained to be a linear function of the measurement. For not too non-linear or
moderately non-linear problems a Gauss-Newton method can be applied for an iterative
approach to find a optimal solution. The Gauss-Newton algorithm can be used to solve
non-linear least square problems and uses a modification of Newton’s method that does
not use second derivatives (omitting small residual terms from the iteration in the case
of non-linearity). The Gauss-Newton algorithm is an iterative procedure, this means the
algorithm needs an initial guess for the parameters.

For the SMAS case, the spectral inversion can be done with an iterative Best Linear
Unbiased Estimation (cf. [Rodgers (2000), Kirchengast et al. (2004)]) solution to obtain
the atmospheric parameters (number density profiles of the absorbing species). The BLUE
algorithm can be initialised by the atmospheric state obtained at the previous heigh level.
Further, the BLUE requires the specification of covariance matrices for the number density
and temperature data as well for the measurement data, which can be designed based on
the knowledge of their respective error characteristics. The algorithm is initialised at high
altitudes (e.g., 120 km) with some initial state, the errors due to initialisation decay quickly
over about the first two or three scale heights. The BLUE principle minimises the variance
of the linear combination of the data subject to the constraint, that the estimator must
be unbiased, this means that the BLUE restricts the estimator to be linear in data. The
SMAS forward model can be linearised by simply taking the logarithm of Beer-Bougert-
Lambert’s law, so at each altitude a standard linear model with additive noise results.
The linearised form is convenient for the error analysis.

The baseline case for a fast converging iterative optimal estimation algorithm as the
BLUE represents, is given by

xipn =% + (K'ST'K) T [KIST! (y — yi(xa))] (5.24)

In Eq. 5.24, x;41 is the iteratively estimated state vector. The starting point x; = xq is
a first guess profile and usually xo = x,p, where x,, accords to the a priori profile. The
measurement vector corresponds to y, y; = K(x;) to the forward model measurement
vector which is estimated at any iteration step i; y; = K(x;) is used without modification,
however. The measurement error covariance matrix S, (see next section) in Eq. 5.24
characterises the measurement error (and is not only the covariance of the measurement
error € but also of the measurements) and the Jacobian weighting matrix K; represent the
mapping involved. The index s is the iteration index, which is started by using xo = x,,.

The simulated transmission data are superimposed by a stochastic error realisation e,
produced by the means of an application of the error pattern method [Rodgers (2000)], and
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are consistent with the measurement error covariance matrix. This method is described
below, based on the use of the a priori covariance matrix S.

The equation above is practically repeated until a convergence criterion is reached or
no further improvements of x;,1 over x; are realised by further iterations. It should be
considered that any additional iteration increases the computational time significantly,
because at each iteration step the Jacobian weighting function matrix K; has to be com-
puted again. The cost function x? specifies the number of needed iteration steps and can
be calculated via

X2 =(y - Yi)ngl(y —yi) + (xi — Xap)TS;pl (x; — Xap) (5.25)

at each iteration step i. The iteration stops and convergence is obtained when x? > x? ;.
The SMAS retrieval shows a satisfying accuracy after eight iterations. The basic condition
to fulfil the convergence criterion is, if x? is smaller than the number of selected channels.

5.5.3 Error Characterisation

Simulated Measurements

The simulated measurements of the normalised intensities requires an input profile vec-
tor containing temperature, air density, and ozone density. Because no real measurements
are available, a random noise factor has to be added to the simulated measurements in
order to generate quasi-realistic data. For the noise modeling normally distributed ran-
dom numbers are created with standard deviation values according to the SMAS sensor
characteristics.

A priori Covariance Matrix

For the retrieval calculations produced in this thesis, a standard background model,
the climatological CIRA86 model [Fleming et al. (1988)] (temperature and air density)
and the FASCODE model (ozone profiles) [Anderson et al. (1995)] are used to select the
a priori profiles x,,. The a priori covariance matrix S,, reflects how close the a priori
profile is to the true state. A covariance matrix is symmetric and non-negative definite,
and is always positive definite. Usually the true profile is not known in reality. For the
temperature retrieval a linearly increasing error profile starting from 10 K at 50 km height
up to 20 K at 100 km is used. For the a priori profiles typical errors are expected in prior
ozone profiles and 20% uncertainty for the diagonal elements of S, is assumed. Further
exists a correlation between the thin layers defined by the sampling rate of the SMAS
sensor. For the non-diagonal elements of S, a correlation length L = 6 km is assumed,
this means that the prior profiles are usually smooth at scales smaller than the atmospheric
scale height. Theses non-diagonal elements are modeled via exponential drop-off and can
be expressed by

_ |21 — 2]
(Sap)ij = 0iojexp [_T} ; (5.26)
where z; and z; denote the height levels between which the covariance is expressed. The
standard deviation is denoted by o; at a specific height level and corresponds to o; =

94



sampling index

0 50 100 150 200 250 300
sampling index

sampling index

0 50 100 150 200 250 300
sampling index

Figure 5.3. A priori covariance matrix S, for ozone (upper panel) and temperature (lower panel)
with Gaussian drop-off correlations. The correlation length L = 6 km, assumed uncertainties of
20% for ozone, and 10 K at 50 km height up to 20 K at 100 km for the temperature, respectively.

V/(Sap);;- The notation of the resulting a priori covariance matrix for the joint retrieval
can be expressed by
S 0
Sap = 7 O:
0 Sgp

In Fig. 5.3 an example of the ozone covariance matrix and temperature covariance matrix
used in the SMAS ozone and temperature retrieval is shown.

Error Pattern Method

With the error pattern method a priori profiles x,, can be calculated which are con-
sistent with S,, (e.g., [Rodgers (2000)]). This method can be used for error vectors in
general, but for simplicity reasons it is only used in this thesis in the notation of the a
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priori profile. A covariance matrix is symmetric, so that the matrix of eigenvectors L is
orthogonal and can be normalised, so that L=! = LT. In general any covariance matrix
can be decomposed. For the a priori covariance matrix S,, follows

Sap = Z )\11111 == ZeieiT s (527)
i )

where the orthogonal vectors e; are the error patterns and these obey e; = v/\;1;. The ¢;
can be regarded as eigenvectors 1; of the a priori covariance matrix S,,, weighted by the
square root of the eigenvalues \;. The first ten error patterns of the ozone S,, are shown
in Fig. 5.4.
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Figure 5.4. The first ten scaled eigenvectors (error patterns) of the ozone a priori covariance
matrix S,,.

The random error € in x can be expressed as a sum of these error patterns
€x = Z a; €; (528)
i

where the scalar coefficients a; are normally distributed random deviates with unit vari-
ance, computed from a normalised Gaussian distributer. To generate the a priori profiles
statistically consistent with the S,,, the error vector €, can be added to the "true” state
vector x. To verify this method, a so called empirical error covariance matrix S, can be
designed by forming the expectation value

n

1
Se = (egel) = — Z €ja e}jx (5.29)
=1

of an ensemble of realisations. This is illustrated in Fig. 5.5 for an ensemble of n = 100
as well as of n = 10000 random vectors €,. As shown in this figure, the empirical matrix
approaches the actual matrix with an increasing number of ensemble members. The
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Figure 5.5. Empirical a priori ozone covariance matrix using ensemble of 100 (upper panel) and
10000 ( lower panel) with Gaussian drop-off correlations. The correlation length L = 6 km and
o = 20%.

original matrix can be reconstructed by an infinite number of contributing random errors
to S,
Sap = lim Y € el . (5.30)

z—0 4 I
J=1

Error Covariance Matrix

Information about the data error is essential for solving any inverse problem. Typically,
the errors are assumed to be independent, identically distributed with equal variance
(referred to as the error variance), and the error variance is estimated as part of the
optimisation. The error covariance matrix S, was designed by taking 0.3% standard error
(this corresponds to the RMS error characteristic as described in Section 5.4; also 0.1%
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RMS error is possible, this corresponds to diamond diodes) at unity transmission and
increasing errors with decreasing transmissions y;, according to

RMS
Vi

There is no correlation between neighboring channels and therefore the non-diagonal ele-
ments of S, are set to zero.

(Se)jj = (5.31)

5.5.4 Spectral and Spatial Inversion

Spectral Inversion

The separation of the absorbing species for all involved channels will be the first step in
the SMAS retrieval scheme before starting the vertical (or spatial) inversion. The spectral
inversion can be solved due to determination of the horizontal column number densities
of absorbing species from the measured tangential atmospheric transmission data T,.
This is coupled with the vertical inversion via an iterative loop. The columnar contents
describing the vertical distribution of the absorbing species and can be determined using
the BLUE algorithm as described above. The measured transmission can be expressed by
Beer-Bougert-Lambert’s law.

Spatial Inversion

The second step in the retrieval scheme is the inversion of the tangential column
number densities into vertical number density profiles. This can be done for species which
decreases approximately exponentially with altitude, via the Abel integral equation. The
connection between the tangential column number densities N;(z) (z denotes the height
coordinate) and the vertical number densities n;(z) takes the form of an Abel integral
transform for a spherically symmetric atmosphere, this definition is general and applies to
an arbitrary line of sight. By definition, the column number density of the ith absorbing
species is given by o

Ni(z) = / ni(s') ds' (5.32)

o

where ds’' is an element of path length along the line of sight, which origin is lo-
cated at the tangent point and the detector assumed to be at s = oo. In a spheri-
cally symmetric atmosphere, the ray path is symmetrical about the tangent point. De-
noting the equations referring to the radius of the tangent point r;, substituting the
height coordinate z by the corresponding radius r, and furthermore by introducing the
variable 7' = (s? + r? 2)1/2 " \which gives the geocentric distance of an arbitrary point
along the ray path, Eq. 5.32 takes the form of an Abel integral transform (cf., e.g.,
[Hays and Roble (1968a), Hays and Roble (1968b)])

, r'ng(r )
(e _2/ s (5.33)

where n;(r') is the number density of the ith absorbing species at the distance ' from the
center of Earth. Next, Eq. 5.33 can be inverted to obtain the number density of the ith
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absorbing species at the radius r

ni(r):—l/oodr' | dN(r) (5.34)

/
™ Jry 1/7“’2 —frtQ dr

To express Eq. 5.34 in terms of the tangent altitude z, the replacements 7’ = 2z’ + Rg and
r, = 2 + Rp are necessary, and one obtains

ni(z) = LN /OO dz' L dNi(2)
T \PRg J, Vol =z dZ

where the approximation r, + ' = 2Rp + 2+ 2’ ~ 2Ry is used [Lumpe et al. (1991)] since
the maximum effective value of either z or 2’ is much less than the radius of Earth. For
tangent altitudes z < 100 km this approximation introduces an error of < 1%. In thesis,
the more accurate form, Eq. 5.34, is used directly.

Both equations are algebraic forms of the Abel integral equation relating the tangential
column number densities N;(z) at different heights z to vertical density profiles n;(z)
(r = Rp + z). For numerical computations, Eqs. 5.34 and 5.35 have a disadvantage
because due to existence of a singularity at the lower integral boundary. That disadvantage
can be evaded with the method used in this thesis which largely follows the work of S.
Syndergaard [Syndergaard (1999)].

In order to perform the inversion with an algebraically convenient form, Eq. 5.34 is
discretised with the so called onion-peeling method which corresponds to a division of the
atmosphere into shells. Each shell corresponds to the distance between two consecutive
sampling points, defined by the sampling rate of measurement device, which is 10 Hz for the
SMAS sensor concept. The inversion algorithm has to be done for both absorbing species,
thus the subscript index is suppressed further on. The Eq. 5.34 is discretised assuming
first, that the derivations of the tangential number densities of each species vary linearly
inside each shell. The Abel integral equation can be put into matrix form, discretised
into m shells (the subscript index j = 1,2,--- ,m corresponds to a finite number of mean
radii r;), and is regarded as a function of the independent impact parameters r; or r;
corresponding to the mean radii (further on the subscript index ¢ denoting the tangent
point is neglected). Thus follows for Eq. 5.34

(5.35)

n=AN, (5.36)
with n = (ny,n9--+ ,ny) and Ny = ((%)1, (%)2, e ,(%)m), and
( 0 , l<y

. 2 2
R PN MO (R A L VAL S S I =
m(rjq1—r;) J+1 J Jt+1 7 ) J
Ajr = 1 1 P2 g2 [z 2 gy n (VI i (5.37)
P ri—=ri_q l J -1 J -1 ri_1+ 7.12 1_,,‘2
SR .

1>
_ 1 2 2 22 g (VR 7
Tyl 41— T 1 J I+1 rifr2—12

being the elements of an (m x m) triangular matrix A [Syndergaard (1999)]. The kernel

(r'? — 7“2)_% in Eq. 5.34 determines the structure, thus the diagonal elements in A are
far the largest ones and they are falling off rapidly away from diagonal. The equations
above can be used to calculate the vertical number densities of both, molecular oxygen
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and ozone from the tangential column number densities. As known from similar cases
in other occultation techniques (cf., e.g., [Steiner et al. (1999)]), the Abel inversion of
course propagate not only the signal but measurement errors into the density profile.
The further calculation of the pressure and temperature profiles resulting from the
retrieved density profiles is rather straightforward and is described in the next section.

5.5.5 Retrieval of Pressure and Temperature

From the retrieved molecular oxygen density profile parameters of the neutral atmosphere,
such as density p, pressure p, and temperature T’ can be calculated by employing the
hydrostatic equation. For the SMAS data analysis only the partial pressure of molecular
oxygen is useful, from the known distribution of the atmosphere as mixture of gases (for
molecular oxygen 20.948% per volume), the total pressure results. The contribution of
the ozone partial pressure to the total pressure is negligible compared to the contribution
of molecular oxygen. Thus only the data of molecular oxygen will be used to retrieve the
pressure and temperature profiles.

The first step in the retrieval of a pressure profile from the density profile of molecular
oxygen requires integration of the density profile along the vertical coordinate. Therefore
the molecular oxygen number density profile nOQ(z) has to be related to the molecular
mass density profile p$2(z) by

_ M%n%(z)

p(z) = N (5.38)

where M2 denotes the molar mass of molecular oxygen and N4 corresponds to Avo-
gadro’s number. The pressure profiles can be derived via applying the hydrostatic equa-
tion, which defines that the downward oriented gravitational force F' on a parcel of air
must be equate the upward forces due to pressure gradients. Hence follows

dF = —pg(z,p)dxdydz (5.39)

and for the pressure follows
dp=—pg(z,¢)dz , (5.40)

which denotes the net force per area. The acceleration of gravity g can be calculated by
[Press (1993)]

9(2,¢) = 9.806 (1 — 0.0026 cos2¢)(1 —3.1 x 107 "z) . (5.41)

The pressure can be obtained by integrating the hydrostatic equation

() = | T o) 02 () d (5.42)

with an initialisation top of atmosphere, defined at a height of 120 km with a pressure
p =~ 0. Initialisation errors decrease exponentially with the scale height of the atmosphere
as the integration moves downwards the atmosphere.

Using the total atmospheric pressure profile, the temperature profile of the middle
atmosphere follows. The retrieval of the atmospheric temperature profile from density
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profiles, and from the partial p©2 (2) to total pressure profile p(z) requires the ideal gas
law. In each shell, the temperature 7'(z) can be calculated as

_ p(2)
T(z) = ek

where k£ denotes the Boltzmann constant. This equation yields the temperature profile of
the atmosphere.

(5.43)

5.6 Error Analysis Formulae

Every scientific result is subject to error. It is important when reporting a value to
also report the error associated with it. Therefore error analysis and characterisation
is an important task for every measurement. The Bayesian approach forms the ba-
sis for error analysis in the case of occultation measurements (cf., Appendix A) and a
more detailed discussion about can be found in cf. [Rieder and Kirchengast (2001a),
Rieder and Kirchengast (2001b)]). An introduction to error statistics can be found in

[Lang and Pucker (1998), Gershenfeld (1999), Storch and Zwiers (1999)].
For a set of independent measurements X; of an ensemble x of possible states in a

system of interest several statistical properties can be defined. Typical variables are the
mean value X, the variance 62 (or var(x)), and the standard deviation §. These quantities

are often called moments of a distribution of random variables.
For a data set, the mean (or first moment of a distribution) is just the sum of all the

observations divided by the number of observations. The mean is the arithmetic average
of a set of values and can be described as

1 n

The mean tells nothing about how big the fluctuation in x are around it. A convenient way
to measure this is by the variance 62 (second moment of a distribution). This quantity
in error statistic is in probability theory a measure of its statistical dispersion, indicating
how its possible values are spread around the expected value. Where the expected value
shows the location of the distribution, the variance indicates the scale of the values, and
is a standard form to indicate the possible deviations from the mean. The variance can

be expressed as
n

1
~AQ 5\2
6" = Zl(xZ -x)° (5.45)
1=
this defines the average value of the square of the deviation around the mean.
Another significant measure is the expectation value of the estimators given by Eq.
5.44 and Eq. 5.45, which is the average value of a distribution. The expectation value of

X is

Z(fcz) = (X) = pts (5.46)

<&2>:EZ<(xi—§<)2>:a;—agzn_lag | (5.47)



where J% and U?E are the variances for x and X, respectively. To obtain the expected
mean value for the variance, Eq. 5.47 has to be corrected by the factor n/(n — 1). The
differences of profiles are given by

AX =X, — X, (5.48)

where Xx,,, represents the measurement and X, a corresponding reference profile.
After defining such measures, an estimator for the so called bias profile can be obtained
by substitution of x; in Eq. 5.47 by Ax

n

N 1
b=—- Ax . 5.49
Y ax (5.49)

i=1
Applying this to Eq. 5.45 and Eq. 5.47 results in

n

éQEni16‘2:nilz<AX—B>2 , (5.50)

=1

~

where § is an estimator of the standard deviation of a bias-free profile x; = Ax — b.
In a more generally discussion an error covariance matrix S can be defined as

n— 14

1 n
S = > xx} (5.51)
i=1

The diagonal elements in S are variances at different height levels [, the non-diagonal
elements denote covariance elements. Another measure of interest is the root-mean-square

(RMS)
r=1/b?+8§ . (5.52)

At last an error correlation matrix R can be found
Sik

\/ SlSkk ,

where the non-diagonal elements define error cross-correlations. Full correlation is given
for values of one in R, while zero non-diagonal values indicate no correlation (the diagonal
elements are all one and R equal the unit matrix).

Ry, = (5.53)

5.7 Statistical Optimisation of Ozone Profiles

The Abel inversion propagate not only the signal but the measurement into the density
profile. This provides an instable ozone profile at heights > 90 km due to the absorption
behaviour of ozone (cf. Section 2.5.4). To produce continuous ozone profiles (and a stable
iterative retrieval algorithm) up to the upper boundary of the measured transmission data,
a routine which optimally combines measured and background (a priori) vertical ozone
number density profiles has to be used.

An optimal solution can be found with

n,: =Bn,+ (1 -B)n, , (5.54)
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where ny is the background, n, the observed number density profile, respectively. The
error covariance matrix B denotes the Gaussian transition from the observed to the back-
ground profile and can be expressed as

T _M) S
B = { o1 eXp( ) o Ti=To (5.55)
1 , T < To

where 1y denotes the height level where the transition starts (the altitude where the ozone
retrieval starts to be instable) and 7; is the impact parameter at different height levels.
The correlation length L = 2 km and the background errors (o;) are set to be one.
For altitudes lower 7y the diagonal elements are set to be one, this means, only the ob-
served profile accounts to the statistical optimisation [Gobiet and Kirchengast (2002)].
As background profiles FASCODE model data were chosen. A more detailed discus-
sion about statistical optimisation can be found in [Gobiet and Kirchengast (2002),
Gobiet and Kirchengast (2004)].
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6 Retrieval Performance Analysis
Results

In this Chapter retrieval results are presented, derived from the SMAS Schumann-
Runge/Herzberg and Hartley band channels 7 to 16 of Tab. 4.1. Monitoring the meso-
sphere by the SMAS solar occultation sensor starts with the measurement of signal in-
tensity profiles, normalised to transmission profiles, one for each channel. The sequential
inversion process starts with a spectral inversion of transmission data to molecular oxygen
and ozone columnar content profiles, followed by a spatial inversion via Abelian transform
to obtain vertical number density profiles. The same was done for molecular oxygen to
obtain air density profiles, which are forming the basis of the temperature retrieval.

The spectral inversion converts the transmission data from the ten MUV-channels
into columnar contents describing the horizontally-integrated vertical distribution of the
two main absorbers, molecular oxygen and ozone. Therefore a joint ozone and temper-
ature retrieval scheme based on SMAS transmission data was developed, processed with
an optimal estimation technique (cf. Section 5.5) providing a first guess from a prior:
information.

Month Latitude | O9 and temperature: | O3 profile:
CIRA-86 model FASCODE model

Equator | Equator Tropical / model 5

January | MidLat. | 40 deg North MidLat. Winter / model 3
HighLat. | 60 deg North SubArctic Winter / model 4
Equator | Equator Tropical / model 5

March | MidLat. | 40 deg North MidLat. Winter / model 3
HighLat. | 60 deg North SubArctic Winter / model 4
Equator | Equator Tropical / model 5

July MidLat. | 40 deg North MidLat. Summer / model 2
HighLat. | 60 deg North SubArctic Summer / model 4
Equator | Equator Tropical / model 5

October | MidLat. | 40 deg North MidLat. Summer / model 2
HighLat. | 60 deg North SubArctic Summer / model 4

Table 6.1. Temperature and density profiles (ozone and molecular oxygen) used in the SMAS
retrieval scheme.
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6.1 Ozone and Molecular Oxygen Density Profiles Retrieval Per-
formance

For the ozone and molecular oxygen (as well as for the temperature) retrieval, an op-
timal estimation scheme (cf. Section 5.5) including prior information was used. The
ozone a priors information data were derived from AFGL-TR-86 data (FASCODE model)
(cf., e.g., [Anderson et al. (1995)]). Table 6.1 summaries the density and temperature
profiles used for the SMAS forward model and retrieval. The temperature and molec-
ular oxygen profiles are calculated from the CIRA-86 model. In this simulation study,
SMAS transmission profiles and geolocation data were taken and processed with the
BLUE inversion scheme. The forward model and its derivatives are called iteratively,
which is forming the core of the retrieval. The a prior: information is of major impor-
tance because it is used to initialise as first guess the iteration of the retrieval. In a
first step, the geolocation data were provided using an end-to-end simulator (EGOPS)
(cf. [Kirchengast (1998), Kirchengast et al. (2002)]). The EGOPS delivers ’true’ LEO
orbits, geodetical position of the LEO satellite as well as a well approximated position of
the Sun. The test occultation event was situated over north-eastern France and was the
one also used by [Retscher et al. (2004a)].
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Figure 6.1. Simulated single ozone density profiles resulting from the SMAS processing system
(upper panel) for three different latitudes (Equator, 40 deg north, 60 deg north) for January. The
basic ozone densities were calculated from the AFGL-TR-86 (FASCODE) model (cf. Tab. 6.1).
The solid black lines correspond to the ’true’ reference profiles and the red lines to the a priori
profiles. The blue lines denote the retrieved ozone density profiles after eight iterations. The lower
panels show the related departure of the a priori ozone density profiles (red lines) and the retrieved
ozone density profiles (blue lines) from the ’true’ profiles, respectively.
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The iterative BLUE algorithm combined with the Abel inversion can be used to cal-
culate the vertical ozone and molecular oxygen number density profiles. Some exemplary
retrieved single ozone profiles (upper panel) for January for three different latitudes (Equa-
tor - left panel, 40 deg north - middle panel, and 60 deg north - right panel) are illustrated
in Fig. 6.1, with densities over a logarithmic scale. The molecular oxygen density was
calculated from the CIRA-86 model, the ozone density from AFGL-TR-86 data. The il-
lustrated vertical number density profiles contain some noise (induced 0.3% measurement
error at 10 Hz-sampled transmission data; corresponds to SMAS silicon diode detectors,
cf. Section 5.4). The vertical resolution is about 2 km. A relative ozone retrieval error of
less than £5% in most of the height domain of interest up to 90 km is found for the 0.3%
measurement error case.

The lowest impact parameter ry in Eq. 5.37 corresponds to about the 50 km height
level, where T,., > 0.05 for the lowest-reaching channel, while the uppermost impact
parameter 7, corresponds to an altitude of about 100 km (7, < 0.95). The Abel inversion
is of course error-sensitive, this is, in particular, noticeable in the retrieved ozone number
density profiles at heights > 90 km. To calculate the vertical ozone number density it is
meaningful to use the statistical optimisation procedure as described in Section 5.7. This
procedure is necessary to provide a continuous vertical ozone profile (for the use of the
iterative BLUE algorithm) up to the height of the upper boundary of the transmission data
(around 100 km). Furthermore, the discretisation of the Abel integral equation provides
a discretisation error < 1% [Syndergaard (1999)].

The effects of scintillation and dilution (cf. Section 5.2) were neglected in this work (the
reasonable error resulting in the modeled transmissions is of size < 1% [Retscher (2004)]).
The a priori error covariance matrix was chosen to have a standard deviation of 20% for
ozone. The random errors in the forward model were designed as outlined in Section
5.4, and a priori data as given in Section 5.5.3. The error incurred by the discretised
solution of the Abel transform with a matrix inversion technique and due to the numerical
programming of the columnar contents profile is very small and negligible.

Ozone absorbs only for the most part in the Hartley band, with the used upper wave-
length boundary at 246 nm, which defines the upper vertical boundary of a stable ozone
retrieval scheme and is situated around 90 km for the SMAS sensor concept. The inversion
of the ozone vertical number density is very sensitive against the measurement error at
high altitudes. This can be readily explained considering the SMAS transmission plot (see
Fig. 5.1); no appreciable signal from the 210-t0-246-nm-channels exists at altitudes above
90 km. Thus the ozone profile can be observed up to an altitude of about 90 km, which
is sufficient to scan the mesosphere, however. Ozone concentration above the mesosphere
is generally negligible.

For molecular oxygen, a stable inversion results up to an altitude of about 100 km.
The a prior: information data were derived from the CIRA-86 model. For the molecular
oxygen retrieval a linearly increasing error profile starting from 10% at 50 km height up
to 20% at 100 km was used. The resulting molecular oxygen density profiles are shown in
Fig. 6.2 for the same latitudes as in Fig. 6.1 for January (converted into the air densities
using the known distribution of the atmosphere as mixture of gases). A relative molecular
oxygen retrieval error (as well as air density retrieval error) of less than +2% is found for
the 0.3% measurement error case for the major part of the height domain of interest.

It results that the channels from 190.00 nm up to 204.25 nm primarily detect the
molecular oxygen-attenuated solar radiation. For the inversion of the vertical molecular
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Figure 6.2. Simulated single air density profiles resulting from the SMAS processing system (up-
per panel) for three different latitudes (Equator, 40 deg north, 60 deg north) for January. The air
densities were calculated from the CIRA-86 model (January). The solid black lines correspond to
the ’true’ reference profiles and the red lines to the a priori profiles. The blue lines denote the
retrieved air density profiles after eight iterations. The lower panels show the related departure of
the a priori air density profiles (red lines) and the retrieved air density profiles (blue lines) from
the ’true’ profiles, respectively.

oxygen number density, the influence of noise is very small, therefore the inversion is very
stable up to a top altitude of about 100 km.

6.1.1 Statistical Errors of Ozone and Molecular Oxygen Density Profiles

Three single events were selected in the Section above, the resulting ozone and molecular
oxygen profiles, and theirs corresponding errors, have been illustrated in Figs. 6.1 and 6.2.
Here, a more substantial error analysis is performed for four different months (January,
March, July, and October) and three different latitudes (Equator, 40 deg north, and 60
deg north). The statistical analysis is realised by choosing 30 randomly initiated profiles
calculated for one and the same occultation location. An example of an ensemble of 30
randomly initiated ozone (upper panel) and molecular oxygen (converted into air density,
lower panel) density profiles is shown in Fig. 6.3. The bias profile b (Eq. 5.49) and the
bias & standard deviation profiles b =+ § (Eq. 5.50) are illustrated in Fig. 6.4.

The bias profiles in Fig. 6.4 show errors almost always lying below 2% for all height
levels between 50 km and 70 km. Between 70 km and 80 km the profiles tend to have
biases up to about 5%, and above the biases can accrue up to 10%, which reflects the
low signal response at high altitudes in the Jacobian matrix. Due to the lower signal, the
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a priori date have more effect on the retrieved profiles. The standard deviations of the
shown profiles are below 1% for altitudes up to 70 km. Between 70 km and 80 km, the
standard deviations increases to about 2%, above deviations greater than 5% can occur.

The molecular oxygen (air density) error profiles are illustrated in Fig. 6.5. The error
is almost always lying below 1% for altitudes up to about 100 km. Only for lower altitudes
(~50 km) the error increases due to the signal becoming smaller. Here the bias error can
reach up to ~2%. A similar performance results for the standard deviation profile, which
lies between 55 km and 100 km at < 2%. Only at the lower boundary of the transmission
data, the standard deviation can increase up to ~4%.
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Figure 6.3. Ensemble of ozone (upper panel) and molecular oxygen (lower panel) profiles. The
ensemble consists of 30 randomly initiated profiles for one and the same occultation location. The
black lines (almost not visible) denote the ’true’ reference profiles. The blue lines denote the
retrieved single ozone and molecular oxygen profiles, respectively, and the red ones the a priori
ozone profiles. While the left panels show the profiles directly, the right panels show the related
relative errors; the departure of the a priori profiles (red lines) and the retrieved profiles (blue
lines) from the ’true’ profiles, respectively.

According to these results, the SMAS processing system well accomplishes the require-
ments defined in Section 4.1.2. The statistical analysis demonstrates the robust mode of
operation of the chosen retrieval process. Figures 6.3, 6.4, and 6.5 clearly point out the
basic capability of the SMAS processing system for accurate ozone and air density retrieval
in the mesosphere.
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6.2 Temperature Profiles Retrieval Performance

This Section discusses the retrieval performance of a single temperature profile derived
from the air density profile via a pressure profile. As in the previous Section, three
latitudes for January, for the northern hemisphere were processed. The retrieval routines
follow the BLUE inversion scheme (described in Section 5.24) to produce the molecular
oxygen columnar content Ng, (spectral inversion), combined with the Abel inversion of
the columnar content to obtain vertical density profiles np, of molecular oxygen (spatial
inversion). As described in Section 5.5.5, the partial pressure pp, of molecular oxygen
and the total atmospheric pressure p result from the hydrostatic equation given by Eq.
5.39. The retrieval of the temperature profile 7'(2) from the pressure (and density) profile
requires the use of the ideal gas law as described by Eq. 5.43. The full chain is:

Ten(2) = No,(2) = no,(2) = po,(2),p(2) = T(z) . (6.1)
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Figure 6.6. Simulated single temperature profiles resulting from the SMAS processing system
(upper panel) for three different latitudes (Equator, 40 deg north, and 60 deg north) for January.
The solid black lines correspond to the ’true’ reference profiles and the red lines to the a priori
profiles. The blue lines denote the retrieved temperature profiles after eight iterations. The
departure of the a priori temperature profiles (red lines) and retrieved temperature profiles (blue
lines) from the ’true’ profiles, respectively, is shown in the lower panels. A measurement error of
0.3% in the transmission data was assumed.

The resulting single temperature profiles are illustrated in Fig. 6.6, from this plot
follows that an accurate profile of the temperature can be obtained with the SMAS sensor
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concept, analogous to the density profiles of molecular oxygen, up to an altitude of about

100 km.
No significant bias of the retrieved temperature from residual errors in the discretisation

of the Abel integral (the numerical solution of the Abel transform), the spectral inversion
procedure, and the numerical solution of the hydrostatic integral is observed. The vertical
resolution of the profiles is about 2 km. For the error characterisation of the a prior:
temperature profiles, a linearly increasing error profile starting from 10 K at 50 km height
up to 20 K at 100 km was used. The temperature was calculated from the CIRA-86 model.
As Fig. 6.6 quantitatively shows, the error of the retrieved temperature profile is less than
42.5 K for the height region up to an altitude of about 100 km.

6.2.1 Statistical Errors of Temperature Profiles

The same three latitudes and four months used in Section 6.1.1 were used for the SMAS
temperature statistical performance analysis. The a prior: information was taken from
the CIRA-86 model. In Fig. 6.7, an ensemble of 30 randomly initiated temperature profiles
is illustrated (left panel). The red lines denote the a priori, the blue lines the retrieved
temperature profiles, respectively. The right panel shows the related relative (ideal case/a
priori) errors, the linearly with altitude increasing error in the a prior: profiles is well
visibly in this plot.
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Figure 6.7. Simulated temperature ensemble (left panel) and related relative errors (right panel).
The ensemble consists of 30 randomly initiated profiles for one and the same occultation location.
The black line (almost not visible, left panel) denotes the ’true’ reference profile. The blue lines
refer the retrieved single temperature profiles and the red ones to the a priori temperature profiles.
While the left panel shows the profiles directly, the right panel shows the related relative errors;
the departure of the a priori profiles (red lines) and retrieved profiles (blue lines) from the ’true’
profile, respectively.

In Fig. 6.8 the statistical temperature errors for an ensemble of profiles are shown for
four different months (January, March, July, and October) and three latitudes (Equator,
40 deg north, and 60 deg north). The bias profiles show errors almost always below 2 K
for the height range between 55 km and 100 km; only for regions below 55 km the errors
increase up to ~3 K. The standard deviation in the height region between 55 km and 90
km is below 2 K, for higher altitudes above 90 km it can increase up to 5 K due to the low
signal response in the Jacobian matrix. For regions below 55 km, the standard deviation
can increase similarly as for higher altitudes (~5 K). In summary, a good estimation of
the temperature profile over the entire mesosphere can be done with the SMAS sensor
concept, in line with the SMAS requirements.
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6.3 Global-mean Results for Ozone, Air, and Temperature Pro-
files

In this Section the overall, average values of the statistical errors of the regarded ensem-
bles of density profiles of ozone, air (air density profiles are in general more meaningful
for atmospheric investigations than molecular oxygen profiles), and temperature are illus-
trated. The performance analysis (as described in Section 5.6) again includes profiles of
four different months (January, March, July, and October) and three different latitudes
(Equator, 40 deg north, and 60 deg north). From this set of 12 ensembles in total, the
global-mean values of the bias profiles and bias + standard deviation profiles were calcu-
lated for two different cases of measurements error, for (1) standard UV silicon diodes,
and (2) more precise UV diamond diodes. The first case corresponds to a measurement
error of 0.3%, as already used for all previous performance analysis results shown, the
latter case corresponds to a reduced measurement error of 0.1%.
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Figure 6.9. Global-mean results of the statistical performance analysis for two different, cases of
assumed measurement errors for ozone (left panels), air density (middle panels), and temperature
(right panels). The upper panels illustrate 0.1%, the lower panels 0.3% measurement error, respec-

tively. The green lines are bias profiles and the enveloping blue lines are the biases + standard
deviations of the full set of profiles.

Figure 6.9 shows that for ozone the global-mean bias lies below 2% up to an altitude
of about 80 km, above it increases up to 5% for both measurement error cases. For
temperature, the resulting global-mean bias lies below 2 K for the complete height range
of interest for both cases. The global-mean air density bias behaves similarly for both
cases, it lies below 2%. Considering the global-mean standard deviations, the magnitude
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increases, as is to be expected for increasing measurement error, as Fig. 6.9 instructively
shows.

In summary, the resulting global-mean bias profiles are essentially identical for both
measurement error cases and fulfil the requirements laid out for the SMAS sensor concept.
The standard deviation increases with increasing measurement error but it is still within
the SMAS requirements in almost the entire domain of interest also for the standard UV
silicon diode 0.3% errors.
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Summary and Conclusions

In this thesis a new concept of solar occultation measurements was analysed, allowing to
retrieve vertical profiles of temperature and ozone throughout the mesosphere. An end-
to-end performance analysis for both atmospheric parameters was carried, out based on
an implementation of adequate retrieval techniques.

The Sun Monitor and Atmospheric Sounder (SMAS) solar occultation sensor concept
enabled the retrieval of the atmospheric key parameters temperature and ozone (along
with air density and others), furnishing a good estimation of the atmospheric state in
the mesosphere. The measured limb normalised intensity (transmission) data can be
related to height profiles of the major absorbing species, which are for the mesosphere,
in the regarded middle ultraviolet wavelength region, just molecular oxygen and ozone.
Molecular oxygen density profiles can, in turn, be converted to pressure and temperature
profiles. These data are of major importance for atmospheric analysis and process studies
as well as for middle atmosphere modeling and climate change monitoring. This thesis
demonstrated for SMAS the feasibility of the concept.

In the first Chapter a detailed discussion on relevant atmospheric physics was given. It
illustrated the composition and structure of the atmosphere, especially the middle atmo-
sphere, and gave an introduction to ozone physics and chemistry. The subsequent second
Chapter dealt with details on atmospheric and solar radiation, including the connection
between radiative transfer to the concept of absorption, emission, and scattering processes.
An important part of this Chapter focused on the complex molecular oxygen ultraviolet
absorption system, including the Schumann-Runge and Herzberg absorption system. The
third Chapter gave an introduction to techniques of atmospheric remote sensing and espe-
cially details on solar occultation, the method of key interest were discussed. In the fourth
Chapter a concise description of the SMAS sensor concept, including of the payload of a
potential satellite and of the instrument characteristics, was presented. The fifth Chapter
gave a detailed description of the end-to-end SMAS data processing system developed
and of the error analysis setup. The final Chapter six introduced and discussed retrieval
performance analysis results on the ozone and temperature retrieval for the SMAS sensor
concept.

The SMAS sensor measures radiation coming from the Sun in the middle ultraviolet
wavelength band (185 nm to 250 nm used). The measured normalised intensities at selected
wavelengths in the Schumann-Runge bands and Herzberg continuum (molecular oxygen
absorption) as well as in the Hartley band (ozone absorption) can be inverted into ozone
and temperature profiles by the use of the developed SMAS processing system.

The forward model strongly influences physics-based retrieval algorithms. Therefore a
realistic forward model representing the physical state of the atmosphere was designed and
implemented, adequately simulating the solar radiation measured by a spaceborne sensor
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above the top of the atmosphere. The forward model algorithm needs to be not only
accurate but also fast, due to the needed high spectral resolution of the Schumann-Runge
wavelength channels. Several forward model approximations were developed and carefully
evaluated in the retrieval process. An approximation with piecewise spectral integration,
to effectively reduce the number of basic forward model runs, was found the preferable
choice. An integral over the line of sight, connecting the Sun with the SMAS instrument,
was carried out by considering the absorptive atmospheric constituents (basically ozone
and molecular oxygen) as well as including the refractive behaviour of the bulk air.

An optimal estimation approach to solve the inverse problem was used. The input
for this were simulated measurements (superposed with noise) and a prior: (first guess)
temperature and density profiles, complimented by statistical models of the uncertainties
(error covariance matrices) of the a priori and measurement information. The moderately
non-linear radiative transfer problem was solved by the use of a Best Linear Unbiased
Estimator (BLUE) algorithm, in form of an iterative inversion algorithm employing a
Taylor series expansion about the first guess profile, and stopping after minimisation of
a cost function. For the SMAS processing system, a number of eight iterations to safely
reach convergence was found adequate.

For the SMAS performance analysis, a small set of ten wavelength channels was se-
lected to cover the ozone and molecular oxygen absorption bands for limb transmissions
over the entire mesosphere, providing maximum possible information from the measure-
ments. According to the ACLISCOPE satellite mission requirements (the mission concept
where SMAS was proposed), the SMAS measurements should provide information on tem-
perature profiles in the mesosphere with an accuracy < 2 K at a vertical resolution of ~2
km.

The performance analysis for the temperature profile retrieval revealed excellent per-
formance throughout the mesosphere from 50 km up to 100 km. Similarly, the ozone
retrieval showed excellent performance in the height range from 50 km to 80-90 km. An
error analysis was performed for both, temperature and ozone, from which error statis-
tics were shown for four different months (January, March, July, and October) and three
different (low, mid, high) latitudes (Equator, 40 deg north, and 60 deg north). In this
analyses, the climatological background model CTRA-86 was used to supply a priori tem-
perature and molecular oxygen information. The ozone a priori information was derived
from AFGL-TR-86 data (FASCODE model).

The performance analysis results for temperature showed that the temperature profiles
can be retrieved to < 2 K accuracy at heights from 55 km to 100 km at ~2 km vertical
resolution. The ozone profiles were found to be retrievable to < 5% accuracy at ~2
km height resolution from 50 km to 80 km and to < 10% accuracy at heights up to 90
km. The performance fulfils the ACLISCOPE satellite mission requirements completely.
The adapted measurement error superposed on the simulated transmission data was 0.3%
at 10 Hz sampling rate, following the SMAS receiver/detector measurement accuracy
specification of the ACLISCOPE satellite mission for standard silicon detector diodes.
Comparative simulations were also performed for a 0.1% (instead of 0.3%) measurement
error (diamond detector diodes) but already the 0.3% error results were found satisfactory
and thus used as baseline assumption.

In summary, the developed SMAS processing system was found capable of robustly
producing mesospheric data within the required accuracy, given realistic noise levels on the
data. Also, a very important feature is the self-calibrating nature of the SMAS occultation
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data, wherefore the retrieved profiles will exhibit very low (if any) residual biases and the
effects of instrument degradation over time can be essentially neglected.

The SMAS sensor concept thus bears great capability to monitor mesospheric tem-
perature and ozone and to produce long-term stable data with high vertical resolution
and accuracy. This would be a much needed dataset for climate change monitoring and
research.
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A Inverse Problem Theory

Qualitative Classification of Inverse Problems

Inverse problems are usually solved by maximising a cost function term for the forward
model, which provides a linear solution of the problem. Prior information of various kinds
has to be considered as well. Generally linear problems provides a cost function which
is quadratic in the state vector, so that the equations to be solved are then linear. A
non-linear problem shows mostly a non-linear forward model, if the forward model is
linear, a prior information constrains the problem and it follows non-linearity. Also any
non-Gaussian probability density function (pdf) as prior information produces non-linear
problems. A qualitative classification about the linearity of inverse problems can be done
as follows [Rodgers (2000)]:

Linear: if the forward model function is given by y = Kx and any a priori knowledge
is Gaussian.

Nearly linear: non-linear problems, but linearisation about some prior state is possible.
These problems are linear to the accuracy of the measurements, or to the required
accuracy of the solution within the common range of variation of the state.

Moderately non-linear: these are problems where linearisation is adequate for error anal-
ysis, but not for finding a solution.

Grossly non-linear: problems which are non-linear within the range of their errors.

Tab. A.1 gives a short overview about inverse problems and their classifications.

The Bayesian Approach

The Bayesian approach is based directly on Bayes’ theorem and is more general than
classical estimators. Bayes theorem defines how the measurement pdf maps into state
space, and combines with prior information. The mechanism for doing this approach
requires to assume that the parameter is a random variable with a known prior probability
density function. The Bayesian approach is the method to solve by noise perturbed inverse
problems. Thereby prior information is quantified as a probability density function over
the state space. On the other hand, imperfect measurement can be quantified by a pdf
over the measurement space according to the forward model y = F(x) + €.

Probability density is a scalar-valued function, for this approach a function of the state
vector or measurement vector and can be summarised as follows:
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A of full rank A is rank deficient

rank(A) = min(m,n) rank(A) < min(m,n)
m>n m=n m<n m, n unordered
rank(A) =n | rank(A) =m =n | rank(A) =m rank(A) < min(m,n)
Ax =y: over- | Ax =y: even- Ax =y: under- | Ax = y: under- or
determined determined determined mixed-determined
FA-! JA! AA! AA!
A79 = A-9=A""1 A9 = A9 =VAIUT
(ATA)flAT AT(AAT)fl
x=A"% x=A"ly x=AY x =A%y
least-squares exact solution min norm least-squares - min
solution solution norm solution

Table A.1. Short overview about inverse problems and their classifications, where m is the number
of measurements in the measurement vector y, n is the number of state elements in the state
vector x, A79 is the generalised inverse, and A~ and A~ are the inverse and transpose matrix,
respectively (cf., e.g. [Rodgers (2000)]).

P(x) can be defined as the prior pdf of the state x. P(x)dx is the probability before
the measurement that state X lies in the multidimensional volume (x, x + dx). Its
normalised and thus applies f P(x)dx = 1. The P(x) is prior in the sense that it
does not take into account any information about y.

P(y) designates the prior pdf of the measurement. This is the probability density function
before the data have been measured (and acts as a normalising constant).

P(x,y) can be defined as the joint prior pdf of x and y. This means that P(x,y) dx dy
is the probability that x lies in (X, x 4+ dx) and y lies in (y, y + dy).

P(y|x) refer to the conditional pdf of y given x. This refers to the uncertainty in the
data and means that P(y|x) dy is the probability that y lies in (y, y + dy) when
X has a given value.

P(x|y) refers to the pdf of x after the data have been measured. This means that
P(x|y) dx is the probability that x lies in (x, x + dx) when y has a given value.
This is the quantity that is of interest for solving the inverse problem.

In the Bayesian approach, the prior probability density P(x) can be defined by the
integral over all values of y, thus follows

o
P(x) = / P(x,y)dy . (A1)
Likewise P(y) can be found be integrating over all values of X. The conditional pdf P(y|x)
is proportional to the values of P(y,X) as a function of y for a given value of x. The
constant of proportionality prepossess f P(y|x)dy = 1 and P(y,x) can be divided by
the integral along the line as

P(x,y)

P(ylx) = m : (A.2)
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Inserting Eq. A.1 for the integral in the equation above furnish

P(ylx) = % (A.3)

and it applies by the use of the same arguments that P(x|y) = P(x,y)/P(y). The
elimination of P(x,y) between the two equations leads to Bayes’s theorem as a relation
between the two different conditional probability densities and can be written as

P(ylx) P(x)
P(y)

where P(x|y) is the posterior pdf of the state when the measurement is given. P(y|x)
describes the information of y that would be obtained if the state were x. To calculate
P(y|x) requires only the knowledge of the forward model and the statistical description
of the measurement. The evidence P(y) accords to a scaling constant, independent of x
and is needed to ensure that P(x|y) integrates to one.

The conceptional approach to solve inverse problems defined by Bayes’ theorem can
be summarised as:

P(x]y) = ) (A.4)

e Prior information is expressed as probability density function pdfand is known before
the measuring procedure starts.

e A forward model describes the measurement procedure and maps the state space
into the measurement space.

e With Bayes’ theorem a formalism exists to invert this mapping and calculate a
posterior pdf by updating the prior pdf with the measurement pdy.

A detailed discussion about the Bayesian approach for atmospheric remote sounding
can be found in [Rodgers (1976), Rodgers (1990), Rodgers (2000)], which provided the
basis for this summary description.
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Abstract:

This study develops and demonstrates the performance of a realistic forward model and
retrieval algorithm for ozone and temperature sounding by the Sun Monitor and Atmospheric
Sounder (SMAS) instrument. The SMAS sensor concept employs the solar occultation
technique and is primarily aiming at mesospheric profiles. The SMAS sensor provides self
calibrating normalised intensity data. This work focused on occultation data between 185 nm
and 250 nm to compute transmission data for an ozone and temperature retrieval algorithm
in the mesosphere. A processing system is presented and used to calculate atmospheric
profiles from the solar radiation. This includes a mathematical description of the
measurement as well as the retrieval. The retrieval was performed with an optimal estimation
technique by incorporation of a priori (first guess) data. The moderately non-linear radiative
transfer problem was solved by a Best Linear Unbiased Estimator (BLUE) algorithm. An end-
to-end retrieval performance analysis was carried out for the developed retrieval processing
system, which was found to yield mesospheric temperature and ozone profiles with <2 K and
<5% accuracy, respectively, at ~2 km vertical resolution. These very encouraging results for
mesospheric temperature and ozone sounding fulfil the target requirements laid out for the
SMAS occultation sensor concept. They promise a new quality level of much needed global
atmospheric profiling of the mesosphere in the context of climate change monitoring and
research.

Zum Inhalt:

In dieser Arbeit werden ein realistisches Vorwartsmodell und ein dazugehdriger Retrieval-
Algorithmus fur Temperatur- und Ozonbestimmung mit Hilfe eines sogenannten Sun Monitor
and Atmospheric Sounder (SMAS) Instrumentes vorgestellt. Das SMAS Sensor Konzept
verwendet die Sonnenokkultationsmethode und erzeugt primar Dichte- und
Temperaturprofile im Hohenbereich der Mesosphéare. Der SMAS Sensor liefert selbst-
kalibrierte normierte Intensitatsdaten. Fur das Ozon- und Temperatur-Retrieval werden in
dieser Arbeit primar Intensitatsdaten im Wellenlangenbereich zwischen 185 nm und 250 nm
verwendet. Ein zugehdriges Datenverarbeitungssystem zur Berechnung der gewlnschten
atmosphérischen Dichte- und Temperaturprofile aus diesen solaren Intensitatsdaten wird
vorgestellt. Das bedeutet eine mathematische Beschreibung des Messvorganges und
Retrievals. Das Retrieval basiert auf der sogenannten "optimal estimation"” Methode. Die
Input-Daten zur Erzeugung dieser simulierten Messwerte (Uberlagert mit realistischen
Messfehlern) sind sogenannte a priori (geschatzte) Temperatur- und Dichteprofile. Das
resultierende moderat nicht lineare Strahlungstransferproblem wurde mit Hilfe eines Best
Linear Unbiased Estimator (BLUE) iterativen Inversions-Algorithmus gel6st. Eine End-to-End
Retrieval Analyse wurde durchgefihrt, welche Temperatur- und Ozonprofile mit einer
Genauigkeit <2 K beziehungsweise <5% bei einer vertikalen Hohenauflosung von ~2 km
lieferte. Diese sehr ermutigenden Ergebnisse erflllen zur Ganze die an das SMAS Sensor
Konzept gestellten Anforderungen und versprechen eine neue Qualitat an globalen
mesospharischen Daten zur Beobachtung und Erforschung von Klimaanderungen.
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