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Abstract A comprehensive global navigation satellite

system (GNSS) based radio occultation (RO) data set is

available for meteorology and climate applications since

the start of GNSS RO measurements aboard the CHAl-

lenging Mini-satellite Payload (CHAMP) satellite in

February 2001. Global coverage, all-weather capability,

long-term stability and accuracy not only makes this

innovative use of GNSS signals a valuable supplement to

the data set assimilated into numerical weather prediction

(NWP) systems but also an excellent candidate for global

climate monitoring. We present a 3D variational data

assimilation (3D-Var) scheme developed to derive consis-

tent global analysis fields of temperature, specific

humidity, and surface pressure from GNSS RO data. The

system is based on the assimilation of RO data within 6 h

time windows into European Centre for Medium-Range

Weather Forecasts (ECMWF) short-term (24 h, 30 h)

forecasts, to derive climatologic monthly mean fields. July

2003 was used as a test-bed for assessing the system’s

performance. The results show good agreement with cli-

matologies derived from RO data only and recent NWP

impact studies. These findings are encouraging for future

developments to apply the approach for longer term cli-

matologic analyses, validation of other data sets, and

atmospheric variability studies.
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Introduction

Since there is evidence that human activities influence the

Earth’s climate (IPCC 2007), the accurate determination of

the atmospheric state using all suitable and available data is

mandatory to monitor and project its evolution over dec-

ades to come (Leroy et al. 2006).

Global Navigation Satellite System (GNSS) radio

occultation (RO) is a technique featuring an unique com-

bination of global coverage, all weather capability, high

accuracy and long-term stability suggesting it is a near-

ideal method for long-term monitoring of atmospheric and

climate variability and change (Anthes et al. 2000; Kir-

chengast et al. 2000; Leroy and North 2000; Steiner et al.

2001, 2007; Gobiet et al. 2005, 2007; Borsche et al. 2007;

Foelsche et al. 2007). RO observations also exhibit a high

vertical resolution (\1 km) and an accuracy of individual

profiles of better than 1 K in the upper troposphere/lower

stratosphere (UTLS) region (Steiner et al. 2006; Gobiet

et al. 2007).

The long-term stability property distinguishes RO from

most other satellite observational techniques allowing the

compilation of data series spanning decades without com-

mon inter-calibration problems (Thorne et al. 2005) from
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different RO receiver types and platforms. Examples

include the CHAllenging Mini-satellite Payload (CHAMP)

which provides data since 2001 (Wickert et al. 2001), the

Constellation Observing System for Meteorology Iono-

sphere and Climate (FORMOSAT-3/COSMIC) providing

data since mid 2006 (Rocken et al. 2000; Wu et al. 2005),

and the Meteorological Operational Satellite (MetOp) ser-

ies GNSS receiver for atmospheric sounding (GRAS). This

first operational GNSS RO mission will provide data from

2007 to 2020 (Loiselet et al. 2000; Luntama et al. 2007).

CHAMP has been providing almost continuously about

200 RO events daily since late 2001 from which about

150–170 quality approved atmospheric profiles can be

derived (Wickert et al. 2004). Based on these data, NWP

impact studies have been conducted at the UK Met Office

and the European Centre for Medium-Range Weather

Forecasts (ECMWF), showing a positive effect on fore-

casts and analyses (Healy et al. 2005; Healy and Thépaut

2006). Multi-annual climatologies have been derived,

showing that sampling errors caused by the sparse data

flow of one single GNSS RO receiver, as in the case of

CHAMP, still allow for accurate seasonal mean tempera-

ture climatologies to resolve large horizontal scales

[1,000 km as well as monthly zonal means (Foelsche

et al. 2006, 2007; Pirscher et al. 2007).

As to climate analysis, the use of reanalysis data such as

ERA40 (Kållberg et al. 2004) or NCEP-NCAR Reanalysis

(Kistler et al. 2001) for trend studies, proofed to be prob-

lematic since it has been found difficult to reliably isolate

trends of the climate system (Bengtsson et al. 2004). The

problems mainly originate from changes of the observation

systems.

In this study, we explore an optimal way to combine

(higher density) model field information with (sparse) RO

data for climate studies. We introduce a demonstration

implementation of the three-dimensional variational data

assimilation (3D-Var) technique to generate statistically

optimal and self-consistent fields by combining RO

observations with short-term NWP forecasts. The analyses

obtained at about 300 km horizontal resolution are pro-

viding complementary information to coarse grids of

climatological bins (bin size scale [1,000 km) derived

from RO data only, e.g., Foelsche et al. (2006, 2007). In an

optimal case the procedure allows a better characterization

of biases and accuracy by taking uncertainties of both RO

data and background fields into account.

Methodology and setup of the 3D-Var system

The 3D-Var is an iterative optimization technique com-

bining data of different sources in a statistically optimal

way. Detailed introductions are given by Bouttier and

Courtier (1999) and Kalnay (2003).

3D-Var

The 3D-Var optimization problem, set to find a minimum

of a cost function J(x), can be expressed as follows:

xa ¼ Arg min J; ð1Þ
JðxÞ ¼ JbðxÞ þ JoðxÞ; ð2Þ

JðxÞ ¼ 1

2
ðx� xbÞTB�1ðx� xbÞ
n

þðy� HðxÞÞTR�1ðy� HðxÞÞ
o
;

ð3Þ

rJxa ¼ B�1ðxa � xbÞ þHTR�1½HðxaÞ � y� ¼ 0; ð4Þ

where x represents the atmospheric state vector containing

the so-called control variables, xa the updated state vector

at convergence (i.e., the resulting analysis), y the

observation vector, Jb(x) and Jo(x) are the background x

and observation cost functions respectively. The

minimization problem can be solved either in terms of

full fields, x, or in terms of increments, dx,

dx ¼ x� xb; ð5Þ

JðdxÞ ¼ 1

2
dxTB�1dxþ ðHdx� dÞTR�1ðHdx� dÞ
h i

; ð6Þ

d ¼ y� HðxbÞ; ð7Þ

rJ ¼ B�1dxþHTR�1Hdx�HTR�1d; ð8Þ

where the analysis is found by adding the final increment

dxa to the first guess,

xa ¼ xb þ dxa: ð9Þ

dxa is found by minimizing the cost function (6) using the

cost function gradient (8) and a suitable optimization

algorithm. The differences H(x) - H(xb) are written as

Hdx using a linear approximation, where H(x) is the

potentially non-linear observation operator and H is the

linear approximation (tangent linear operator) of H. Fur-

thermore, HT is the adjoint operator, and R and B are the

observation and background error covariance matrices,

respectively. To reduce the numerical cost and practically

enable global analyses in terms of CPU time, control space

transformations including preconditioning (Zupanski 1993;

Kozo 1997) can be performed.

Specific implementation

We did choose an incremental 3D-Var formulation, based

on Equations (5)–(9), using control space transformations
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and recursive filters; the dimensions of the grid are

flexible.

Assimilation system setup

The demonstration (‘‘test-bed’’) setup is based on a general

circulation model (GCM) compliant Gaussian grid corre-

sponding to T42L60, i.e., 64 latitudes 9 128 longitudes

and 60 vertical model levels (sigma levels of ECMWF

fields). The horizontal resolution matches with the along-

ray-integrating character of the RO technique (the majority

of atmospheric bending occurs within a horizontal interval

of 200–300 km centered on the tangent point), e.g., Kur-

sinski et al. (1997), and allows for a numerically efficient

implementation. The 24 h of a day are divided into 6 h

time windows around 00, 06, 12 and 18 UTC to perform

separate assimilation runs using the appropriate back-

ground fields and set of observations (±3 h around the

analysis time). Monthly means are derived by averaging

the analyses of the individual time windows.

We use temperature, specific humidity, and surface

pressure as the control variables (i.e., atmospheric state

fields). Cross-correlations between them are assumed to be

small enough to be neglected, giving block-diagonal

background covariance matrices; horizontal and vertical

correlations are assumed to be separable. The cost function

is minimized by using an iterative minimization algorithm

(L-BFGS-B) based on the Broyden–Fletcher–Goldfarb–

Shanno method (Zhu et al. 1995; Nocedal 1996).

Control space transformations

Minimization of the cost function of a state vector x with n

degrees of freedom is numerically expensive. The solution

which we chose is to perform the minimization in a control

variable space v (Barker et al. 2003), which reduces the

number of required minimization steps since the problem

becomes better posed. Appropriately implemented, the

background error covariance matrix approximately satisfies

Bc = I in control space, where I denotes the identity

matrix; hence the problem is effectively preconditioned. In

terms of increments, the control variable transform can be

written as

dx ¼ Uv: ð10Þ

The transformation

v ¼ U�1dx ð11Þ

serves to break down the atmospheric state x into

uncorrelated but physically realistic error modes, which

can be penalized in Jb according to their estimated error

magnitude (Skamarock et al. 2005; Barker et al. 2004). The

control variable transform as expressed in Eq. (10) in fact

consists of a sequence of operations,

dx ¼ UvUhv; ð12Þ

where the subscript h denotes the horizontal and v the

vertical part of the transform. Respective transformations

proceed from control to model space but are reversed in the

adjoint calculations. The associated B in its expanded form

is written as:

B ¼ UvUhUT
v UT

h : ð13Þ

Vertical control variable transform

The vertical transform projects control variables from

model levels onto the weighted eigenvectors of the vertical

component of the background error covariance matrix. This

covariance matrix Bv is given as a k 9 k positive-definite

symmetric matrix, where k is equal to the number of ver-

tical levels. That allows us to perform an eigenvalue

decomposition. Thus a transformation Uvv between vari-

ables dx(k) on model levels and their projection onto

vertical modes m can be defined by

Bv ¼ UvUT
v : ð14Þ

This allows us to derive

Jb ¼
1

2

X
m

v2
vðmÞ ð15Þ

for the background cost function, and

rJb ¼ vv ð16Þ

for the background gradient, respectively. This leads to

significant CPU time savings in calculating the background

cost function via (15) and the background gradient via (16).

Horizontal control variable transform

The horizontal control variable transform is based on the

identity (cf. 13),

Bh ¼ UhUT
h ; ð17Þ

which is formally analogous to the vertical control variable

transform (14), but realized for the sake of numerical

efficiency by scaled recursive filters (RF). The RF is

defined through an initial function Aj at grid points j, where

1 B j B J. A single pass of the RF consists of an initial

smoothing from left to right,

Bj ¼ aBj�1 þ ð1� aÞAj for j ¼ 1. . .J: ð18Þ

followed by another pass from right to left,
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Cj ¼ aCjþ1 þ ð1� aÞBj for j ¼ J. . .1: ð19Þ

Applying the RF in each direction ensures zero phase

change. A 1-pass filter is defined as a single application of

Equations (18) and (19), whilst an N-pass RF is defined by

N sequential applications of these equations. The symbol a
denotes the filter coefficients, which are derived such that

the filter output matches analytical functions; for the limit

N ? ?, the output of the RF tends to be Gaussian. To

ensure correct zero-distance behavior (i.e., correct value at

the grid point itself), a scaling factor S is defined by taking

the inverse of the zero-distance response of a one dimen-

sional N-pass RF to a delta function. A two-dimensional

RF results by a second perpendicular application of a one-

dimensional RF and the use of S2 as scaling factor. Only

N/2 passes are performed when applying the RF in forward

mode, the other N/2 passes are performed by the adjoint

transform as indicated in Equation (17), (the adjoint cor-

responds to the transpose). Details concerning RF’s and the

matching with analytical functions are given by Lorenc

(1992) and Hayden and Lorenc (1995). We used a six pass

filter (N = 6), where the coefficients a were calculated to

approximate the horizontal error structures of the control

variables (on error characteristics see ‘‘RO data and

background data’’ below). To solve the ‘‘boundary prob-

lem’’ (that there is by construction no transfer of

information from point 1 to point J and vice versa), the

filter is applied a second time with a shifted grid arrange-

ment (Löscher et al. 2006). To illustrate this, Fig. 1 (top)

represents a latitude or longitude band divided into four

equal segments.

To be able to transfer information from A to D and vice

versa, the filter procedure is applied a second time to a

shifted arrangement of segments as illustrated in Fig. 1

(bottom). After the second filtering process, the original

order of the boxes is reconstructed using the two middle

segments from both runs, ensuring a smooth transition

between the boxes A and D.

Observation operator

The observation operator (H(x) in ‘‘3D-Var’’ above) con-

sists of interpolation routines and the forward model to

convert interpolated state vector quantities to the observed

quantity (refractivity cf. ‘‘RO data and background data’’).

A simplification of the Smith-Weintraub refractivity for-

mula is used as forward model (e.g. Kursinski et al. 1997),

N ¼ k1

pA

T
þ k3

e

T2
; ð20Þ

where N denotes the refractivity, T the temperature, pA

pressure (dry term), e the partial pressure of water vapor (wet

term), and k1 = 77.6 K hPa-1, k3 = 373 9 103 K2 hPa-1

are empirical constants. In order to calculate the corre-

sponding gradients, the adjoint of the observation operator is

used, which was derived by using TAPENADE (Tangent and

Adjoint PENultimate Automatic Differentiation Engine)

(INRIA 2002) and manual coding. TAPENADE is an auto-

matic code differentiation tool from the Institut National de

Recherche en Informatique et en Automatique (INRIA),

which is available via the web (http://tapenade.inria.

fr:8080/tapenade/index.jsp, August 2006).

RO data and background data

A careful selection and characterization of input data and

background fields it necessary to reach a meaningful

analysis.

RO observations

The data used in an assimilation system requires some

careful considerations to not jeopardize the whole optimi-

zation process even if the observations seem to be of high

quality.

Choice of used quantity

Observations are used as unprocessed as possible in data

assimilation (Kuo et al. 2000), since the characterization of

errors becomes increasingly difficult after several pro-

cessing steps (Rieder and Kirchengast 2001). Attention

must be paid to the ‘‘incest problem’’, a phenomenon

caused by using background information as well in

observation pre-processing steps, resulting in an analysis

which is artificially drawn closer to the background than

justified. The options for RO data are bending angles or

refractivities; we chose refractivity data since it is less

demanding in terms of CPU. Assimilating bending angles

using a local bending angle operator is considered for

future developments, which has the advantage of reduced

vertical correlation of the observations (Healy and Thépaut

2006), full 3D ray-tracing is computational not feasible at

the moment.
Fig. 1 Segments along one latitude or longitude band in original

order and in shifted arrangement
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RO processing and preprocessing

Observations entering an assimilation framework must be

bias free. Within the lower troposphere (\5 km), CHAMP

data exhibit a negative refractivity bias of up to 2% and in

the Amazons region a positive biases exceeding 1% has

been reported (Beyerle et al. 2006), but residual biases in

the UTLS region are very small. Since we decided to use

data only within 5–35 km, a bias removal procedure is

omitted. The CHAMP data had been processed using the

WegCenter geometric optics (GO) retrieval scheme (Gob-

iet et al. 2007). The GO method is an adequate choice for

our altitude range of interest whereas in the lower tropo-

sphere radio-holographic methods would be preferable.

In general RO data products exceed the vertical reso-

lution of the used model grid by far (300–400 observations

within ECMWF model range *5 to *35 km), thus data

reduction has to be performed prior to assimilation. The

purpose is to reduce the numerical cost and to perform a

smoothing since the vertical resolution of the observations

captures smaller scale atmospheric features than the

background grid is capable to do. We dealt with this by

aggregating two ‘‘super observations’’ between two vertical

model levels, generated by linear averaging in log refrac-

tivity space. The adequacy of this thinning procedure has

been confirmed by sensitivity tests (Löscher 2004).

RO error characteristics

A refractivity error formulation following Steiner and

Kirchengast (2005), based on empirically estimated error

covariance matrices, was implemented. This approach

assumes full vertical correlation within a profile but no

horizontal correlation between different profiles since the

separation in space and time is sufficient.

Spatial and local time distribution

Homogeneous global coverage is impossible based on a

single, near polar orbiting satellite such as CHAMP (more

profiles at high latitudes than in the tropics and inhomo-

geneous local time sampling). For our application we focus

on monthly and seasonal means, in line with RO-only

climatologies (Foelsche et al. 2007), which is an averaging

time frame allowing for sufficient spatial coverage and

reasonable local time sampling (Pirscher et al. 2007). July

2003 has been chosen as ‘‘test-bed’’ month to perform a

complete test run with the 3D-Var system; Table 1 and

Fig. 2 show the characteristics of the respective CHAMP

dataset.

Background data

In an operational NWP context the choice of background is

naturally limited to the model output our application allows

to choose any appropriate fields.

First guess fields

The background data for the test-bed month (July 2003, no

RO data assimilated by ECMWF) consisted of temperature,

specific humidity, and surface pressure fields from short-

range ECMWF forecasts. Since ECMWF assimilates RO

data as of Dec 2006 (Healy 2007) and these fields can

receive discontinuities from ECMWF operational system

changes (e.g. the January–February 2006 discontinuity

shown by Borsche et al. (2007) and Steiner et al. (2007)), a

more independent background is considered for use in the

future (see ‘‘Summary and conclusions’’). ECMWF runs

forecasts twice daily, starting from 00 UTC and 12 UTC;

we used 24 h forecasts for the 00 UTC and 12 UTC layers

and 30 h forecasts for the 06 UTC and 18 UTC layers,

respectively.

Background error characteristics

Prior studies investigated ECMWF analysis global mean

error characteristics (M. Fisher, ECMWF, personal com-

munications (2003); Löscher (2004)). This set of standard

deviations as function of model levels, and the correlation

matrices as function of point separation for the vertical and

horizontal dimensions, were taken as the basis for the

background error formulation. In our test-bed case we

assumed a 50% error growth within 24 h which had been

scaled linearly to 30 h. This assumption is somewhat

Table 1 Distribution per time

layer of the CHAMP occultation

data for the test-bed month July

2003

Time layer Number of profiles Number of observations (single data points assimilated)

00 UTC 1,193 65,252

06 UTC 1,064 58,603

12 UTC 1,117 60,907

18 UTC 1,165 64,161
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simplistic but appropriate for a test-bed assessment; the

results are fairly insensitive to the detailed percentage

value (±15%) of the assumed error growth.

Results and discussion

The assimilation results for the test-bed experiment are

presented as monthly zonal mean increments (dxa in

Equation (9)) for temperature from model levels 10–40,

covering an altitude interval of about 5–37 km. The spe-

cific humidity analysis results are omitted here since most

water vapor is within the lower troposphere. At the moment

we cut off the profiles at 5 km due to bias concerns so there

is not much impact. The use of wave optics processed RO

data (Gorbunov 2002; Gorbunov and Lauritsen 2004;

Jensen et al. 2003) will allow us to lower the cutoff altitude

which will result in a more significant humidity impact. For

surface pressure, monthly mean increments are presented

as a global map.

Figure 3 shows the zonal mean temperature analysis

increment, where significant patterns of alternating warm

and cold regions are apparent at high latitudes, especially

pronounced at the southern hemisphere (Antarctic winter).

This pattern agrees to a certain extend with a comparison

study of ECMWF analyses and CHAMP RO data, which

was based on temperature difference profiles (Gobiet et al.

2005). There the whole summer season JJA of 2003 was

studied whereas we analyzed July 2003 only. One differ-

ence in our data is a somewhat less pronounced but clearly

visible pattern over the northern high latitudes, barely

apparent in the other study, which in turn shows a

systematic cold difference at the low latitude tropopause

that is not detectable in our results. In general the incre-

ments are smaller in our analysis. This difference with

respect to Gobiet et al. (2005) can be explained by the fact

that the assimilation takes both the background and the

observation uncertainties into account.

Regarding other RO data assimilation studies, the results

agree fairly well with typical temperature and surface

pressure analysis increments, e.g. those in a study on RO

impacts at ECMWF by Healy and Thépaut (2006), where

observations from August and September 2003 were used.

Refractivity differences (not separately shown), calculated

from background and analysis data, mirror the temperature

increment pattern in Fig. 3 with opposite sign, as expected

since refractivity is inversely proportional to temperature

(cf. Rieder and Kirchengast 2001; Steiner and Kirchengast

2005).

Figure 4 shows the surface pressure increments, which

are small in general but exhibit pronounced features over

Antarctica. A similar phenomenon in the analysis incre-

ments was observed in the results of Healy and Thépaut

(2006). This effect is most likely caused by the orography

of the Antarctic plateau. The magnitude of the increments

depends on the distance between the surface and the low-

ermost observation, consistent with Palmer et al. (2000).

Summary and conclusions

We introduced a 3D-Var assimilation scheme for com-

bining GNSS RO data and ECMWF forecast fields for

global analyses. The system was end-to-end tested with

Fig. 2 Global distribution of

the geo-location of CHAMP RO

profiles for the test-bed month

July 2003
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1 month of CHAMP RO data for July 2003. The outcome

of this test-bed assessment is encouraging as we find the

results consistent with other recent studies (Gobiet et al.

2005; Healy and Thépaut 2006; Foelsche et al. 2007).

Challenges inherent to assimilation systems are correct

errors definitions. We are confident concerning the error

estimates of the RO data at refractivity level. A bigger

challenge is posed by the error structure of the background

fields which are currently modeled in a simplistic manner.

Taking that fact into account the consistency of the results

is very good, nevertheless the B matrix is a backbone of

assimilation systems and the definition should be refined

(e.g. latitude dependent errors). Based on the test-bed

results we conclude that the use of assimilation methods for

generating climate analyses is feasible and complementary

to RO-only climatologies. The presented results demon-

strate a lower-limit baseline for the future impact of RO

data. For example, the use of wave-optics retrieval methods

will improve the RO retrieval quality especially in the

lower to middle troposphere under moist conditions

Fig. 3 Monthly zonal mean

temperature increment field,

July 2003

Lon

Lat

Fig. 4 Monthly zonal mean

surface pressure increment field,

July 2003
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(tropics), having a favorable impact on the humidity and

surface pressure analysis.

In order to be model independent we consider deriving

monthly mean background fields from re-analysis data,

though reliable error estimates for this kind of fields is a

significant effort. From the GNSS RO observation point of

view, the complementary implementation of a bending

angle operator is considered. Overall the present findings

encourage future developments and the promotion of the

approach for longer term climatologic analyses, validation

of other data sets, and atmospheric variability studies.
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